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Abstract We study hydrogen in the Saha regime, within the physical picture in terms of a
quantum proton-electron plasma. Long ago, Saha showed that, at sufficiently low densities
and low temperatures, the system behaves almost as an ideal mixture made with hydrogen
atoms in their groundstate, ionized protons and ionized electrons. More recently, that re-
sult has been rigorously proved in some scaling limit where both temperature and density
vanish. In that Saha regime, we derive exact low-temperature expansions for the pressure
and internal energy, where density ρ is rescaled in units of a temperature-dependent density
ρ∗ which controls the cross-over between full ionization (ρ � ρ∗) and full atomic recom-
bination (ρ � ρ∗). Each term reduces to a function of ρ/ρ∗ times temperature-dependent
functions which decay exponentially fast when temperature T vanishes. Scaled expansions
are ordered with respect to the corresponding decay rates. Leading terms do reduce to ideal
contributions obtained within Saha theory. We consistently compute all corrections which
are exponentially smaller by a factor exp(βEH) at most, where EH is the negative ground-
state energy of a hydrogen atom and β = 1/(kBT ). They include all effects arising from both
the Coulomb potential and the quantum nature of the particles: excitations of atoms H , for-
mation of molecules H2, ions H+

2 and H−, thermal and pressure ionization, plasma polariza-
tion, screening, interactions between atoms and ionized charges, etc. Scaled low-temperature
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expansions can be viewed as partial resummations of usual virial expansions up to arbitrary
high orders in the density.

1 Introduction

Hydrogen is an important element, both at a theoretical level and for practical purposes.
Here, we consider a non-relativistic quantum hydrogen plasma, made of protons and elec-
trons with respective masses mp and me , which interact via the familiar 1/r-Coulomb po-
tential (see Sect. 2.1). As far as thermodynamic properties of that system are concerned, an
exact calculation at finite temperature T and finite density ρ, remains far beyond present hu-
man abilities. Nonetheless, by exploiting the exact knowledge of the spectrum of hydrogen
atom and using Morita’s method [51], Ebeling [23] first computed low-density expansions
for pressure and free energy up to order ρ2 at fixed non-zero temperature, in a closed analyt-
ical form (see also Ref. [39]). When ρ goes to zero, the system becomes fully ionized (see
Ref. [43] for a rigorous proof). At order ρ2, the recombination of a small fraction of charges
into hydrogen atoms is exactly taken into account. Such low-density expansions have been
more recently completed up to order ρ5/2 [4–7]. Those results have been checked afterwards
in Ref. [37], and their high-temperature form in the one-component case does coincide with
that derived in Ref. [20]. In the opposite limit where ρ goes to infinity at zero temperature,
the system behaves as a mixture of free Fermi gases, and expansions in inverse powers of ρ

have been calculated (see Refs. [29] and [50] for the first calculations in the one-component
case, and also Ref. [39] for similar works or extensions).

The previous exact asymptotic expansions are suitable for regimes where the system is
almost fully ionized. The purpose of the present paper is to derive a similar expansion in
the so-called Saha regime, where a non-vanishing fraction of charges is recombined into hy-
drogen atoms. That regime was introduced long ago [60] in the framework of the chemical
picture. Assuming that the system is an ideal mixture of protons, electrons, and hydrogen
atoms, its composition is then determined by applying the usual mass action law [26]. More
recently, by starting from the physical description of the system in terms of a quantum
plasma, it has been proved through successive works by Fefferman [27], Lieb et al. [18],
Macris and Martin [45], that Saha approach is asymptotically exact in a scaling limit mix-
ing the temperature and the chemical potential (see Sect. 2.2). As argued in Sect. 2.3, that
limit defines quite diluted and low temperature conditions, namely the Saha regime, under
which non-ideal contributions are small perturbations. In order to compute the correspond-
ing contributions, we consider a formalism that combines the path integral representation
of a quantum gas to familiar Mayer diagrammatics (see Sect. 2.4). Our key starting point
in that framework is the so-called screened cluster expansion (SCE) of particle densities in
terms of fugacities [8], which turns to be quite appropriate for studying recombined phases
as illustrated in Refs. [10–12] (dielectric response of an atomic gas) or [9] (partial screen-
ing of van der Waals forces by free charges). The physical content of SCE is close to ideas
first introduced by Rogers [54] for describing atomic or molecular recombination within
the physical picture. In that approach, virial coefficients are numerically estimated within
a priori modelizations, which incorporate quantum effects at short distances and classical
Debye screening at large distances. The corresponding so-called ACTEX method has been
developed through successive works [55, 56, 58, 59]. It has also been applied to hydrogen
[57], with quite good results at low and moderate densities as described in Ref. [48]. Nev-
ertheless, in the Saha regime, exact asymptotic expansions with analytical prescriptions for
computing the successive terms, have not been derived within ACTEX method.
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In Sect. 3, using the parametrization of chemical potential in terms of temperature in-
troduced in Ref. [45], we show that every contribution in SCE of particle densities, decays
exponentially fast when T goes to zero. Thanks to available inequalities for the spectrum of
the considered Coulomb Hamiltonian, we extract the leading terms which do arise from free
(ionized) protons and electrons, as well as from atoms H in their groundstate with energy
EH = −me4/(2�2) where m is the reduced mass m = mpme/(mp + me). Next corrections
are ordered with respect to their decay rate in the zero-temperature limit. They account for a
large variety of physical effects: plasma polarization, formation of molecules H2, ions H+

2
and H−, interactions between ionized charges and Hydrogen atoms. Such corrections are
defined without any ambiguity or a priori modelizations, so they do not depend on any ad-
justable phenomenological parameter. In particular, SCE provides well-behaved expressions
for the partition functions of a molecule H2 or ions H+

2 and H− in the vacuum, which are
the generalizations of quantum virial functions for the hydrogen atom [23] to more complex
entities. Notice also that ionic contributions to charge neutrality or screening are consistently
incorporated, as it should.

The equation of state (EOS) is derived by using thermodynamic identities in Sect. 4. This
leads to our main result, namely scaled low-temperature (SLT) expansion of the pressure P

around ideal Saha pressure

βP/ρ∗ = βPSaha/ρ
∗ +

∞∑

k=1

βPk/ρ
∗, (1.1)

considered as a function of the temperature and of the dimensionless density variable ρ/ρ∗

where ρ is the electron number density (which is equal to the proton number density by
neutrality). The temperature-dependent reference density ρ∗ defined by

ρ∗ = exp(βEH )

2(2πλ2
pe)

3/2
with λpe = (β�2/m)1/2, (1.2)

determines the cross-over between full ionization for ρ � ρ∗, and full recombination for
ρ � ρ∗ (see Sect. 2.2). Since EH is negative, EH � −13.6 eV, ρ∗ decays exponentially fast
at low temperatures. In expansion (1.1), it is convenient to express the pressure in units of
kBTρ∗ which turns out to be the natural reference pressure in the Saha regime. Then, each
term in (1.1) is dimensionless. The first term is the usual Saha pressure expressed in terms
of ρ/ρ∗

βPSaha/ρ
∗ = ρ/ρ∗ + (1 + 2ρ/ρ∗)1/2 − 1. (1.3)

We see indeed that for ρ � ρ∗, the system becomes fully ionized (βPSaha ∼ 2ρ), whereas for
ρ � ρ∗ all ionized charges recombine into neutral hydrogen atoms (βPSaha ∼ ρ). Each term
in expansion (1.1) beyond that leading ideal contribution has the form of a non-linear func-
tion of ratio ρ/ρ∗, times a temperature-dependent function hk(β) (or possibly a polynomial
in the hl(β), l ≤ k). The hk(β) decay exponentially fast when T vanishes and are ordered
with respect to their decay rates hk(β) ∼ e−βδk , 0 < δ1 < δ2 < · · ·. Hence the expansion
(1.1) is organized as a series of exponential terms with increasingly faster exponential decay
as T → 0. The hk-functions and their decay rates are governed by a balance between en-
ergy and entropy involving the ground-state energy E

(0)
Np,Ne

of Coulomb Hamiltonian HNp,Ne

for Np protons and Ne electrons in mutual interaction. We determine the pressure in the
Saha regime by computing exactly all terms in expansion (1.1) smaller than leading ideal
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contribution βPSaha/ρ
∗ of order 1 by exponentially decaying factors of maximum order

exp(βEH). We find

βPk/ρ
∗ = (function of ρ/ρ∗) × hk(β), hk(β) ∼ e−βδk , k = 1,2,3,4,

βP5/ρ
∗ = (function of ρ/ρ∗) × [h1(β)]2

(1.4)

with (δk in electronvolt units, E
(0)

2,1 = EH+
2

, E
(0)

1,2 = EH− , E
(0)

2,2 = EH2 )

δ1 = |EH |/2 � 6.8,

δ2 = |3EH − EH2 | � 9.1,

δ3 = 3|EH |/4 � 10.2,

δ4 = |2EH − EH+
2
| � 11.0.

(1.5)

The explicit forms of the density-dependent functions and of the hk(β) can be found in
Sects. 4.1 and 4.2 together with a discussion of their interpretation and relative importance
in different density and temperature regimes. In short, the hk-functions incorporate various
corrections to the ideal Saha term which can be described by

• h1(β): plasma polarization around ionized charges
• h2(β): formation of H2 molecules and atom-atom interactions
• h3(β): atomic excitations and interactions between ionized charges
• h4(β): formation of H+

2 and H− ions, atom-charge interactions, and screening of atomic
groundstate

The construction of SLT expansion (1.1), defined by taking the zero-temperature limit at
fixed ratio ρ/ρ∗, is itself an important new result. It provides a non-trivial structure for the
various corrections to ideal Saha pressure, which are properly ordered in that scaling limit.
It turns out that keeping only the first correction βP1/ρ

∗, is equivalent to a modification
of the Saha ionization rate which has been derived previously by several authors (see e.g.
[41] and references quoted in [39]). To our knowledge, next terms βPk/ρ

∗ (2 ≤ k ≤ 5) are
entirely new, and do not have counterparts in the literature. We provide their exact expres-
sions, which involve suitably truncated few-body partition functions. Two-body truncated
partition functions are merely related to quantum virial functions first introduced by Ebel-
ing (see e.g. [39] and references quoted therein). Three- and four-body truncated partition
functions are introduced and defined here for the first time. Previous terms (2 ≤ k ≤ 5) also
account, beyond standard calculations, for interactions between recombined entities as well
as screening effects. For instance, contributions of atom-atom interactions in βP2/ρ

∗ are
evaluated without any a priori modelization, while screening of atomic groundstate embed-
ded in βP4/ρ

∗ incorporates further corrections to the familiar Debye shift.
Corrections in SLT expansion (1.1) are ordered with respect to their decay rates when

the temperature vanishes at fixed ratio ρ/ρ∗. The behavior of such corrections along a given
low-temperature isotherm when the density is varied, displays some interesting physics.
For very small densities ρ � ρ∗, all density-dependent functions in front of the h′

ks can
be expanded in powers of ρ. Then, we retrieve the well-known virial expansion at fixed
temperature up to order ρ2 included (see Sect. 4.2). In particular, the leading correction of
order ρ3/2 is the familiar classical Debye term arising from the polarization contribution
βP1/ρ

∗. When the density is increased, virial density-expansion can no longer be used, but
SLT expansion still works and accounts for non-perturbative effects with respect to finite
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values of ρ/ρ∗. Up to moderate densities ρ � ρ∗, βP1/ρ
∗ remains the leading correction to

ideal Saha terms. Interestingly, that polarization contribution is reduced at higher densities
ρ � ρ∗ because most protons and electrons are recombined into atoms H . Then, molecu-
lar contributions embedded in βP2/ρ

∗ provide the first correction to Saha pressure, since
they also overcome contributions of atom-atom interactions, at least for a sufficiently low
temperature isotherm. Ultimately, they are responsible for the breakdown of expansion (1.1)
at too large densities. Our results clearly provide a better analytical knowledge of the ther-
modynamics in an extended part of the phase diagram, as illustrated by the validity domain
drawn in Fig. 12 of Sect. 4.3. The SLT expansions can be viewed as infinite resummations
of low-density expansions.

We emphasize again that the EOS (1.1) incorporates the screening effects in a coher-
ent and consistent way for the whole range of densities ρ � ρ∗ (strongly ionized gas) and
ρ � ρ∗ (recombined gas). When the interaction is Coulombic, one has to face the diver-
gence of the sum of bound state contributions to the partition function of an isolated atom
arising from the infinite number of Rydberg states. That important and well-known problem
is usually dealt with the Planck-Larkin prescription to cut off states of energies En larger
than kBT (see e.g. the discussion in [24]). In our implementation of the physical picture
for the recombined phase, no divergence occurs since the partition function of the hydro-
gen atom appears naturally in a convergent truncated form, as a consequence of collective
screening effects. Only that truncated partition function embedding both bound and ionized
states is free from ambiguity. More comments about that point are offered in Sect. 3.2.

Collective screening effects also give raise to well-behaved partition functions for more
complex entities, like ions H− and H+

2 , or molecules H2. Such partition functions are nat-
urally defined according to a truncation procedure similar to that introduced for the atomic
partition function. They also involve contributions from both bound and dissociated states.
The molecular partition function accounts thus not only for molecular bound states, but also
for diffusion states made with two protons and two electrons. The finiteness of few-body
truncated partition functions is of course crucial in the analysis of their low-temperature be-
haviors, which are shown to be controlled by Boltzmann factors exp(−βEH ), exp(−βEH−),
exp(−βEH+

2
), exp(−βEH2), associated with the corresponding recombined entities in their

groundstate (as would trivially be expected in a system with short range forces [25, 35]).
Contributions from excited or diffusion states are well-defined in those truncated partition
functions, and they may be neglected when the temperature is low enough.

An exact treatment of screening in the many-body problem is also required to establish
the correct classification of terms in the expansion (1.1) according to decaying exponentials.
For instance, in addition to obvious contributions of atomic bound states, there are correc-
tion terms proportional to the inverse screening length κ (or powers of it), which is itself
proportional to the square root of the density κ ∼ √

ρ. Since the latter is also exponentially
small in the Saha regime (see Sect. 2.2), contributions of collective screening effects have
to be compared to pure atomic terms, and may be predominant as exemplified by the first
correction βP1/ρ

∗. Such systematic classification could not have been obtained without
a unified theory which deals exactly with the interplay between screening effects and the
other physical phenomena at stake (primarily the formation of atomic and molecular bound
states).

Though SLT expansions are asymptotic, i.e. a priori valid in the zero-temperature limit,
they can be used for quantitative purposes within a rather wide range of temperatures and
densities. We have performed numerical calculations, for both the EOS and the internal
energy. For T of the order a few thousand kelvins, the hk(β)’s are not accurately repro-
duced by their simple low-temperature asymptotic forms: further contributions, which arise
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in particular from excited states of the recombined entities, must also be taken into account.
Within a simple criterion on the order of magnitude of the various corrections to Saha pres-
sure, we draw the validity domain of SLT expansion (1.1) in the plane (β,ρ) (see Fig. 12
in Sect. 4.3). That validity domain exemplifies the quantitative interest of our calculations,
which can be applied to physical systems under observable conditions, like the Sun photo-
sphere for instance. Furthermore, we have compared our findings to those of Militzer and
Ceperley [48] obtained within Path Integral Monte Carlo (PIMC) simulations (PIMC meth-
ods have been implemented through successive works [15–17, 47, 49]). The agreement is
satisfactory, as it should since PIMC results are computationally exact within statistical er-
rors (see e.g. Ref. [40]). The detail of that comparison, as well as all our numerical results,
will be presented in a forthcoming paper [1].

From a mathematical view point, all manifestations of screening stem from the screened
potential introduced in Sect. 2.4 and studied in [13]. That potential can be viewed, in the
quantum mechanical context, as the analogue of the classical Debye-Hückel potential. Be-
cause of its central role, we have devoted the long Appendix A: to a number of related
properties which are used in our analysis. In Appendix B:, the low temperature behaviors
of the truncated atomic, ionic and molecular partition functions mentioned above, are deter-
mined by methods using Green functions and path integral representations. In Appendix C:,
we compute the contributions of interactions between atoms and ionized charges.

2 Saha Regime and Screened Cluster Expansion

2.1 Definition of the Model

The hydrogen plasma is a two-component system made of protons and electrons. In the
present non-relativistic limit, the proton and the electron are viewed as quantum point parti-
cles with respective charges, masses, and spins, ep = e and ee = −e, mp and me, σp = 1/2
and σe = 1/2. The kinetic energy operator for each particle of species α = p, e with po-
sition x takes the Schrödinger form −�2/(2mα)Δ where Δ is the Laplacian with respect
to x. Two particles separated by a distance r interact via the instantaneous Coulomb poten-
tial v(r) = 1/r . The corresponding Coulomb Hamiltonian HNp,Ne for Np protons and Ne

electrons reads

HNp,Ne = −
N∑

i=1

�2

2mαi

Δi + 1

2

∑

i �=j

eαi
eαj

v(|xi − xj |) (2.1)

where N = Np + Ne is the total number of particles. In (2.1), the subscript i is attached to
protons for i = 1, . . . ,Np and to electrons for i = Np +1, . . . ,Np +Ne , so the species index
αi reduces either to p or e while xi denotes either the position Ri of the i-th proton or the
position rj of the j -th electron (j = i − Np).

The system is enclosed in a box with volume Λ, in contact with a thermostat at temper-
ature T and a reservoir of particles that fixes the chemical potentials equal to μp and μe for
protons and electrons respectively. Its grand-partition function Ξ is

Ξ = Tr exp[−β(HNp,Ne − μpNp − μeNe)]. (2.2)

In (2.2), the trace is taken over all states symmetrized according to the Fermionic nature of
each species; the boundary conditions for the wave functions at the surface of the box can be
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chosen of the Dirichlet type. Lieb and Lebowitz [44] have proved that the thermodynamic
limit (Λ → ∞ at fixed β and μα) exists, thanks to Fermi statistics and screening. Indeed,
the Fermionic statistics of at least one species implies the H -stability [21, 22]

HNp,Ne > −B(Np + Ne), B > 0 (2.3)

that prevents the collapse of the system. On the other hand, screening ensures that it does not
explode. In a fluid phase, the infinite system maintains local neutrality, i.e. the homogeneous
local particle densities ρp and ρe for protons and electrons remain equal for any choice of
the chemical potentials μα . In other words, the common particle density ρ = ρp = ρe , as
well as all other bulk equilibrium quantities, depend on the sole combination

μ = (μp + μe)/2, (2.4)

and not on the difference ν = (μe − μp)/2. In particular, in terms of the fugacities zα =
exp(βμα), this means that both the density ρ and the pressure P are functions of only β and
z = (zpze)

1/2 = exp(βμ). Therefore individual chemical potentials μe,μp are not uniquely
determined: we can choose their difference ν at will without changing the bulk densities.
Among the possible choices, it is particularly convenient to set

μp = μ − 3

2
kBT ln

λe

λp

, μe = μ + 3

2
kBT ln

λe

λp

(2.5)

where λα = (β�2/mα)
1/2 is the thermal de Broglie wavelength of species α. This choice

guarantees that Maxwell-Boltzmann densities of free (no interactions) proton and electron
gases, respectively

ρid
p = 2zp/(2πλ2

p)3/2,

ρid
e = 2ze/(2πλ2

e)
3/2,

(2.6)

are identical, i.e.

ρid
p = ρid

e = 2z/(2πλ2)3/2 (2.7)

with λ = (λpλe)
1/2. The factors 2 in (2.6) accounts for spin degeneracy.

The enforced neutrality of the ideal mixtures is equivalent to the linear relation

∑

α

eαzα/(2πλ2
α)

3/2 = 0 (2.8)

between the activities zp and ze , sometimes called the pseudo neutrality condition. That con-
dition can be imposed without loss of generality when dealing with fugacity expansions in
the grand canonical ensemble. As shown in Sect. 3, it considerably simplifies the analysis of
diagrammatic series for the interacting system. If we consider other fugacities (z′

p, z′
e) which

do not satisfy the pseudo neutrality condition, an infinite number of graphs contributes to
any term with a given order in low-density expansions. The calculations of those terms then
become rather cumbersome. Nevertheless, beyond that technical complication, their final
expression would be identical to that derived by starting with the above fugacities satisfying
both condition (2.8) and zpze = z′

pz′
e , in agreement with Lieb and Lebowitz proof [44].
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2.2 Rigorous Results at Low Density and Low Temperature

We briefly recall the Saha theory in its simplest form. From the elementary view point of
the thermodynamic of ideal substances, equilibrium ionization phases can be considered in
the so-called chemical picture [26] as mixtures of noninteracting gases of electrons, protons,
and hydrogen atoms, with chemical potential μat obeying the law of chemical equilibrium
μat = μe + μp . According to (2.7) the corresponding densities of electrons and protons are

ρid
p = ρid

e = 2

(
(mpme)

1/2

2πβ�2

)3/2

exp(βμ), (2.9)

whereas the atomic density is

ρid
at = 4

(
M

2πβ�2

)3/2

exp(−β(EH − 2μ)) (2.10)

where M = mp + me is the atomic mass and the factor 4 is the number of spin states.
Apart from the binding energy EH of the Hydrogen atom, all other effects of the Coulomb
interaction are disregarded, so the Saha EOS is that of a mixture of perfect gases

βPSaha = ρid
p + ρid

e + ρid
at . (2.11)

We see in (2.9) and (2.10) that, when μ = EH , all densities are of the same exponential
order at low temperatures: this corresponds to the coexistence of ionized and atomic phases.
It is appropriate to characterize the set of ionization equilibrium phases by a temperature-
dependent chemical potential [45]

μ = μ(β) = EH + kBT lnw (2.12)

where w is a fixed parameter 0 < w < ∞. As shown from (2.9) and (2.10), that parameter
determines the relative proportion of atoms to ionized charges through

ρid
at

ρid
p,e

= 2w

(
M

m

)3/4

= γ

2
, (2.13)

where we have introduced the equivalent parameter γ = 4(M/m)3/4w. According to the
above definitions, the fugacity z = exp(βμ) can be seen as parametrized by either w or γ at
fixed temperature, i.e. z = w exp(βEH) or

z =
(

m

M

)3/4

γ exp(βEH)/4. (2.14)

For further purposes, it is convenient to consider the temperature dependent reference den-
sity ρ∗ defined by (1.2) in the Introduction. Then we can rewrite ideal densities as

ρid
p = ρid

e = ρ∗γ (2.15)

and

ρid
at = ρ∗ γ 2

2
. (2.16)
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In terms of γ , the proton (or electron) density ρ = ρid
p + ρid

at = ρid
e + ρid

at and the Saha
pressure (2.11) respectively read

ρ = ρ∗
(

γ + γ 2

2

)
(2.17)

and

βPSaha = ρ∗
(

2γ + γ 2

2

)
. (2.18)

Inversion of relation (2.17) provides γ , and hence the chemical potential μ, as a function
of the reduced density ρ/ρ∗. Substitution of that function in (2.18) finally yields the Saha
EOS (1.3) for the dimensionless pressure written as a function of ρ/ρ∗ (note that our density
variable is half of the total number density). As said in the Introduction, ρ∗ is the cross-over
density between full ionization and atomic recombination.

The Saha picture has been rigorously justified from the statistical mechanics of the full
interacting electron-proton gas in the following asymptotic sense. When the temperature
goes to zero at fixed negative values of μ, the system obviously becomes highly dilute be-
cause all fugacities then vanish exponentially fast. If low temperatures favor recombination
of electrons and protons into bound entities with negative ground state energies, on the con-
trary low densities favor dissociation. The chemical composition of the system will result of
those two competing energy and entropy effects. That problem has been studied in a rigor-
ous way by Fefferman [27], who proved the two following results using a refined version of
the stability of matter (2.3) (see the discussion after (2.30) and Ref. [14] for a review). First,
when β → ∞ with μ < EH (μ fixed), the pressure tends to that of an ideal mixture of pro-
tons and electrons with respective densities ρid

p and ρid
e (2.9) i.e. the system becomes fully

ionized. Second, there exists some δ > 0 such that, when β → ∞ with EH < μ < EH + δ

(μ fixed), the pressure tends to that of an ideal gas of hydrogen atoms in their groundstate
with density (2.10). In that case, there is full atomic recombination.

The previous discussion of the Saha EOS suggests that ionized protons, ionized electrons
and Hydrogen atoms should coexist at μ = EH . This has been firmly settled by Lieb et al.
[18] and also Macris and Martin [45] who proved that, when one introduces the tempera-
ture dependent chemical potential (2.12) and let β → ∞, the EOS tends to that of an ideal
mixture of protons, electrons, and Hydrogen-atoms in their ground state, namely

βP = (ρid
p + ρid

e + ρid
at )[1 + O(exp(−βε))] = βPSaha[1 + O(exp(−βε))] (2.19)

for β large enough and ε > 0. The original work of Fefferman provides a power-law bound
1/β to the error term; that bound was improved to an exponential one in [18]. Thus we see
that all ideal densities vanish exponentially fast, while corrections to ideal terms in (2.19)
decay exponentially faster. The mathematical methods used in [27] and [18] are adequate
to obtain a rigorous control of the dominant term (the Saha pressure), but apparently not
adapted to explicitly calculate the corrections. In this work, it is our purpose to develop
tools that enable to systematically compute those corrections, by expanding the pressure
beyond the Saha term in an exact way (see (1.1)). In order to characterize the Saha regime
in our study of the interacting system, we shall still use the parametrization (2.14) of the
fugacity z associated with the zero-temperature limit, in terms of the parameter γ .
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2.3 Simple Physical Considerations about the Fugacity Expansion

Saha equation of state (2.19) can be recovered, at a heuristic level, from simple consider-
ations on low fugacities series for the pressure. Those considerations will serve as a guide
to the analytic estimations of various non-ideal contributions to the full EOS at finite tem-
perature and density performed in next sections. Low fugacity series are easily inferred, at a
formal level, from the identity

βP = lnΞ

Λ
, (2.20)

where the thermodynamic limit Λ → ∞ is implicitly taken, as in the whole paper. They
read

βP =
∑

(Np,Ne)�=(0,0)

z
Np
p zNe

e BNp,Ne (2.21)

where Mayer coefficients BNp,Ne in (2.21) can be expressed as suitable traces,

BNp,Ne = 1

Λ
Tr[exp(−βHNp,Ne )]Mayer. (2.22)

The first Mayer operators [exp(−βHNp,Ne )]Mayer read

[exp(−βH1,0)]Mayer = exp(−βH1,0),

[exp(−βH0,1)]Mayer = exp(−βH0,1),

[exp(−βH1,1)]Mayer = exp(−βH1,1) − exp(−βH1,0) exp(−βH0,1),

[exp(−βH2,0)]Mayer = exp(−βH2,0) − 1

2
exp(−βH1,0) exp(−βH1,0),

. . . ,

(2.23)

while a similar expression holds for any [exp(−βHNp,Ne )]Mayer

[exp(−βHNp,Ne )]Mayer = exp(−βHNp,Ne ) − · · · . (2.24)

In (2.24), terms left over reduce to a linear combination of products of Gibbs operators
exp(−βHMp,Me ) (Mp ≤ Np,Me ≤ Ne) associated with all possible partitions of Np protons
and Ne electrons. Traces (2.22) must be taken over Fermionic states which are products of
anti-symmetrized states for each set of degrees of freedom associated with a Gibbs operator
exp(−βHMp,Me ). For instance, in space of positions and spins, B2,0 reads

B2,0 = 1

Λ

∫
dR1

∫
dR2[2〈R1R2| exp(−βH2,0)|R1R2〉

− 2〈R1| exp(−βH1,0)|R1〉〈R2| exp(−βH1,0)|R2〉
− 〈R2R1| exp(−βH2,0)|R1R2〉]. (2.25)

For the term exp(−βH1,0) exp(−βH1,0) subtracted in [exp(−βH2,0)]Mayer, each Gibbs op-
erator exp(−βH1,0) refers to a single proton, so no anti-symmetrization occurs and only
diagonal matrix elements of exp(−βH1,0) appear in (2.25). Truncated Mayer operators can
also be expressed in terms of Ursell operators [32–34].
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Despite Mayer coefficients BNp,Ne diverge, leading contributions to the equation of state
can be easily picked out in formal series (2.21), as follows. For (Np = 1,Ne = 0) and (Np =
0,Ne = 1), we obtain the simple exact expressions

B1,0 = 2

(2πλ2
p)3/2

(2.26)

and

B0,1 = 2

(2πλ2
e)

3/2
. (2.27)

After multiplication by fugacity factors exp(βμp) and exp(βμe) respectively, we obtain
the related contributions to pressure (2.21) which reduce, of course, to the ideal Maxwell-
Boltzmann densities of ionized protons (ρid

p ) and ionized electrons (ρid
e ). For (Np = 1,

Ne = 1), it is reasonable to expect that hydrogen atoms with internal ground state energy
EH provide the leading low-temperature contribution which reads

4

(2πλ2
H )3/2

exp(−βEH), (2.28)

with λH = (β�2/M)1/2 while factor 4 is due to spin degeneracy. The corresponding contri-
bution to (2.21) is nothing but the ideal Maxwell-Boltzmann density ρid

at of Hydrogen atoms
in their ground state. In the Saha regime, ideal densities of ionized protons (ρid

p ), ionized
electrons (ρid

e ) and hydrogen atoms (ρid
at ) are all found to be of the same order of magnitude

exp(βEH) disregarding powers of β , because of (2.12).
All other contributions to the EOS are expected to be small corrections to Saha pressure,

as suggested by the following simple arguments and estimations. The Saha regime defines
quite diluted conditions since ρ vanishes exponentially fast. Therefore, ionized charges and
hydrogen atoms are expected to be weakly coupled and weakly degenerate. Let us introduce
the various length and energy scales defined in Table 1, where we assume that each atom

Table 1 Length and energy scales in a quantum hydrogen plasma

Symbol Value Physical signification

Length

aB �2/(me2) Bohr radius

λp,e,at �(β/mp,e,at )
1/2 de Broglie lengths

lB βe2 Bjerrum length

a (3/(4πρ))1/3 Mean interparticle distance

κ−1 (4πβe2[ρid
p + ρid

e ])−1/2 Debye screening length

lQ κ−1| ln(κλ)| Quantum screening distance

Energy

εH−H e2a2
B

/a3 Atom-atom interaction energy

εH−c e2aB/a2 Atom-charge interaction energy

εc−c e2/a Charge-charge interaction energy

εkin kBT Classical kinetic energy

EH |EH | = me4/(2�2) Atom ground-state energy
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Fig. 1 Hierarchy of a length and b energy scales in the Saha regime

carries, roughly speaking, an instantaneous dipole of order eaB , while the physical signifi-
cation of lQ is given in next Sect. 2.4. According to the hierarchies between those length and
energy scales described in Fig. 1, both exchange and interaction contributions for ionized
charges and hydrogen atoms should be exponentially smaller than above ideal terms. Simi-
larly, we can estimate the contributions of complex entities which result from the quantum
mechanical binding of Ne electrons and Np protons, i.e. the existence of a bound state in
the spectrum of HNp,Ne with negative ground state energy E

(0)
Np,Ne

. The ideal contribution of

a given complex entity is easily extracted from BNp,Ne , and it is of order exp(−βE
(0)
Np,Ne

).
After multiplication by fugacity factor exp[β(μpNp + μeNe)], we find a contribution to
pressure (2.21) which is of order

exp[−β(E
(0)
Np,Ne

− (Np + Ne − 1)EH ] exp(βEH), (2.29)

where we have used parametrization (2.12) of the chemical potential. Ideal contribution
(2.29) decays exponentially faster than exp(βEH) for (Np,Ne) �= (1,1), (1,0), (0,1), by
virtue of inequality

E
(0)
Np,Ne

− (Np + Ne − 1)EH > 0, (Np,Ne) �= (1,0), (0,1), (1,1) (2.30)

which is a key ingredient in Fefferman’s proof [27]. Although not yet proved, that inequality
is satisfied by known complex entities [28] as illustrated below. Of course, and as for ionized
charges and hydrogen atoms, exchange and interactions contributions for complex entities
should be smaller than ideal ones.

Above heuristic arguments suggest that corrections to ideal Saha pressure (2.11) decay
exponentially faster than leading terms when T vanishes, in agreement with the rigorous
bound involved in (2.19). A precise evaluation of those corrections will be performed in
Sect. 3 by using screened cluster expansion described in next Sect. 2.4. That method re-
moves all long range Coulomb divergencies which plague Mayer coefficients BNp,Ne . It
provides well-defined recipes for computing contributions from both interactions and com-
plex entities. The simplest entities which appear are the molecule H2 with groundstate en-
ergy E

(0)

2,2 = EH2 � −31.7 eV, ion H+
2 with E

(0)

2,1 = EH+
2

� −16.2 eV, and ion H− with

E
(0)

1,2 = EH− � −14.3 eV. Notice that such groundstate energies do satisfy inequality 2.30.
For complex entities made with five or more particles, we will assume inequality

E
(0)
Np,Ne

> (Np + Ne − 2)EH , Np + Ne ≥ 5. (2.31)

That inequality, more constraining than (2.30), is indeed satisfied by known stable complex
entities. For instance, E

(0)

3,2 = EH+
3

� −36.5 eV and E
(0)

2,3 = EH−
2

� −28.5 eV are indeed
larger than 3EH � −40.8 eV. Previous groundstate energies are computed within the method
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Fig. 2 Geometrical representation of inequalities (2.30). Consider a line of slope μ < 0 which goes through

the point associated with the hydrogen atom. If all the points (Np + Ne,E
(0)
Np,Ne

) associated with other

entities lie above that line, the inequalities (2.30) hold for that value of μ, and the system tends to a dilute
atomic gas in the limit β → ∞

described in [52]. The corresponding values are in excellent agreement with experiments
and reported data in the literature. The resulting stability regimes of ionized, atomic and
molecular phases are shown in Fig. 2.

2.4 Screened Cluster Expansion within Loop Formalism

Screened cluster expansions are devised within an auxiliary classical system of charged
loops. As first shown by Ginibre [30], Ξ is identical to the grand-partition function of a
classical system made with loops. That transformation starts with the expression of Ξ in
space of positions and spins, and use of Feynman-Kac formula [38, 53, 61, 62],

〈x′
1 · · ·x′

N | exp(−βHNp,Ne )|x1 · · ·xN 〉

=
N∏

i=1

exp[−(x′
i − xi )

2/(2λ2
αi

)]
(2πλ2

αi
)3/2

∫ N∏

i=1

D(ξ i ) exp

[
−β

2

∑

i �=j

eαi
eαj

×
∫ 1

0
dsv(|(1 − s)(xi − xj ) + s(x′

i − x′
j ) + λαi

ξ i (s) − λαj
ξ j (s)|)

]
. (2.32)
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Fig. 3 A loop
L = (α, q,X,η(s)) made up of
5 particles

In the r.h.s. of (2.32), functional integrations are performed over Brownian bridges ξ i (s)

(ξ i (0) = ξ i (1) = 0) with the normalized Gaussian measure D(ξ) defined by its covariance
(see (2.34) with q = 1). Each Brownian bridge ξ i (s) defines a path (1−s)xi +sx′

i +λαi
ξ i (s)

associated with a given particle. A loop L is then defined as the collection of open paths
associated with particles exchanged in a given permutation cycle. This leads to the identity
[14, 19, 46]

Ξ = Ξloop =
∞∑

N=0

1

N !
∫ N∏

i=1

D(Li )z(Li )
∏

i<j

exp(−βV (Li ,Lj )), (2.33)

where fugacity z(Li ) and two-body potential V (Li ,Lj ) are defined below.
A loop L is characterized by its position X, species α = p, e and number q of exchanged

particles, while its shape is defined by a closed Brownian path η(s) with s ∈ [0, q] and
η(0) = η(q) = 0. Genuine particle positions in matrix elements of exp(−β(HNp,Ne ) reduce
to x(k) = X + λαη(k) with k integer, k = 0, . . . , q − 1 (x(0) = x(q) = X) (see Fig. 3). Phase-
space measure D(L) is the product of discrete summations over α and q , spatial integration
over X and functional integration over η(s) with normalized Gaussian measure D(η) defined
by its covariance

∫
D(η)ημ(s)ην(t) = δμνq inf(s/q, t/q)(1 − sup(s/q, t/q)). (2.34)

Fugacity z(L) reads [14, 19]

z(L) = (−1)q−1 2

q

zq
α

(2πqλ2
α)

3/2

× exp

[
−βe2

2

∫ q

0
ds

∫ q

0
dt (1 − δ[s],[t])δ̃(s − t)v(|λαη(s) − λαη(t)|)

]
(2.35)

where δ̃(s − t) = ∑∞
n=−∞ δ(s − t −n) is Dirac comb, while [s] ([t]) denotes the integer part

of s (t ). In (2.35), factor (1−δ[s],[t]) avoids counting point particle self-energy contributions,
while Dirac comb ensures that only loop elements with equal times (modulo an integer)
interact, an essential feature specific to quantum mechanics. Eventually, two-body potential
V (Li ,Lj ) reduces to

V (Li ,Lj ) = eαi
eαj

∫ qi

0
ds

∫ qj

0
dt δ̃(s − t)v(|Xi + λαi

ηi (s) − Xj − λαj
ηj (t)|). (2.36)

At large distances, V behaves as the Coulomb potential between point charges qieαi
and

qj eαj
, i.e. V (Li ,Lj ) ∼ qiqj eαi

eαj
/|Xi − Xj |. Therefore, usual Mayer diagrammatics for
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Fig. 4 Order of magnitude of effective potential φ at various distances. In region λ < r < lQ, interactions are
exponentially screened according to Debye potential. For r > lQ , φ is dominated by (unscreened) multipolar
interactions

loops are plagued with long-range divergences. As in the case of classical Coulomb fluids,
they are removed by summing infinite chains built with V . This amounts to replace V by
screened potential φ which can be viewed as the quantum analog of Debye potential [13].
The explicit formula for the Fourier transform of φ is recalled in Appendix A:. Its spatial
behaviors, according to the hierarchy of scales displayed in Fig. 1, are roughly summarized
in Fig. 4, where only orders of magnitude of φ are given (we set r = |Xi − Xj | and omit
all shape dependences which occur for r < λ or lQ < r). Notice that familiar exponential
decay of φ breaks down at large distances r � lQ. The asymptotic dipolar behavior of φ is
sufficient for ensuring that every graph built with φ is finite [2, 3].

As detailed in [8], so-called screened cluster expansion for protonic density ρp follows
from an exact transformation of formal Mayer diagrammatics for loop density ρ(La) which
provides

ρp =
∑

G

1

S(G)

∫
D(Ca)Z

T
φ (Ca)qa

∫ n∏

i=1

D(Ci)Z
T
φ (Ci)

[∏
Fφ

]

G
(2.37)

(a similar expression holds for ρe). In (2.37), bare potential V is replaced by screened po-
tential φ. Graphs G are identical to usual Mayer graphs, where points are now particle
clusters, except for some specific rules (arising from the replacement of V by φ) which are
described below. Each cluster Ci (i = 0, . . . , n) contains N

(p)

i protons and N
(e)
i electrons.

The internal state of a cluster C(Np,Ne) (C ∈ {Ci, i = 0, . . . , n}) is determined by Lp and
Le loops (L(α)

1 , . . . ,L(α)
Lα

) in which the Np protons and Ne electrons are distributed (in root

cluster C0 = Ca , L(p)

1 is identified to La which contains the root proton). Integration within
phase space measure D(C) reduces to the sum over all possible distributions of particles
into loops combined with integrations over loop positions and shapes (with X(p)

1 = Xa fixed
at the origin for loop L(p)

1 = La). Statistical weight ZT
φ (C) for a cluster C(Np,Ne) reads

ZT
φ (C) =

∏Lp

k=1 zφ(L(p)

k )
∏Le

k=1 zφ(L(e)
k )

∏Np

q=1 np(q)!∏Ne

q=1 ne(q)!
BT

φ ({L(α)
k }), (2.38)

where nα(q) is the number of loops containing q particles of species α (for Ca , np(qa)! is
replaced by (np(qa) − 1)!). Weight zφ(L) reduces to

zφ(L) = z(L) exp[IR(L)] (2.39)

with ring sum IR(L) given by

IR(L) = 1

2

∫
D(L1)z(L1)βV (L,L1)βφ(L1,L). (2.40)
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Truncated Mayer coefficient BT
φ,N is defined by a suitable truncation of usual Mayer coeffi-

cient Bφ,N for N loops with pair interactions φ. This truncation ensures that BT
φ,N remains

integrable over relative distances between loops when φ is replaced by V . First truncated
Mayer coefficients are

BT
φ,1 = 1, BT

φ,2 = exp(−βφ) − 1 + βφ − β2φ2

2! + β3φ3

3! , . . . . (2.41)

Bond Fφ(Ci,Cj ) can be either −βΦ , β2Φ2/2!, −β3Φ3/3!, where total potential Φ(Ci,Cj )

is the sum of pairwise interactions φ(L,L′) over loops L and L′ defining internal states of
Ci and Cj respectively.

As for ordinary Mayer diagrams, two clusters are connected by at most one bond, and
graph G is connected. Here, symmetry factor S(G) is computed by permuting only clusters
with identical numbers of protons and electrons. Moreover, for a cluster C different from
Ca , the internal state of which is determined by a single loop L(α)

1 , when C is either, the
intermediate cluster of a convolution (−βΦ) ∗ (−βΦ), or connected to the rest of the graph
by a single bond β2Φ2/2!, expression (2.38) of its statistical weight must be replaced by

ZT
φ (C) = zφ(L(α)

1 ) − z(L(α)

1 ). (2.42)

Eventually, summation in (2.37) involves only graphs G which are no longer integrable over
relative distances between clusters {Ci, i = 0, . . . , n} when φ is replaced by V . Screened
cluster expansion for the pressure is inferred from use of (2.37) in thermodynamics identi-
ties, as described in Sect. 4.

3 Estimations of Ideal and Non-Ideal Contributions to Fugacity Expansions of
Particle Densities

Now, we proceed to asymptotic estimations, in the Saha regime, of all contributions to
ρ = ρp in screened cluster expansion (2.37). Every contribution to ρp is expressed, simi-
larly to (2.15) and (2.16), as ρ∗ times a power of γ , and times a dimensionless temperature-
dependent function. This provides a formal representation of ρ/ρ∗ in powers of γ , where
the coefficients depend only on temperature (see (4.2)). At low temperatures, every coef-
ficient decays exponentially fast. In Sects. 3.1–3.6, we select all contributions which are
smaller than leading terms (2.15) and (2.16) (divided by ρ∗) by exponentially decaying
factors of maximum order exp(βEH) (β → ∞). In Sect. 3.7, we show that all other contri-
butions decay faster by factors exponentially smaller than exp(βEH). Beyond leading ideal
contributions of ionized protons (2.15) and hydrogen atoms (2.16) (which are recovered
in Sects. 3.1 and 3.2), we determine first corrections arising from their mutual interactions
(Sects. 3.1, 3.4, 3.5 and 3.6). Such corrections are at most of order (ρid

p,e,at )
2, so they are

smaller than leading terms by exponential factor exp(βEH). We also study ideal-like contri-
butions of recombined entities, molecules H2, ions H− and H+

2 (Sects. 3.3 and 3.6) which
must be accounted for at that order. In the following, a graph with Np protons and Ne elec-
trons will be obviously denoted GNp,Ne (for Np + Ne > 1, there are several graphs with
identical particle numbers).
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Fig. 5 Graphs representing
simple entities: a ionized proton
and b hydrogen atom

3.1 Ionized Proton and Plasma Polarization

An ionized proton appears in graph G1,0 (see Fig. 5a) made with the sole root cluster Ca

containing a single proton. The internal state of Ca is defined by the sole protonic loop L(p)
a

with qa = 1. The contribution of G1,0 to (2.37) then reads
∫

D(ξ a)zφ(L(p)
a ) = 2zp

(2πλ2
p)3/2

∫
D(ξ a) exp(IR(L(p)

a )). (3.1)

We stress that collective effects are embedded in ring sum IR(L(p)
a ). Thus, strictly speaking,

G1,0 describes an ionized proton dressed by the surrounding plasma of ionized protons and
electrons. Within the present framework, that dressing mechanism accounts for the familiar
plasma polarization induced by an immersed charge.

In the Saha regime, ring sum IR(L(p)
a ) can be evaluated by using the exact expression of

φ (see Appendix A:). The corresponding asymptotic behavior can be easily recovered via
the following simple estimation of convolution integral (2.40). At leading order, only terms
q1 = 1 (α1 = p, e) need to be retained into D(L1). Moreover the integration over position
X1 is controlled by relative distances |X1 − Xa| of order κ−1. At such distances, φ(L1,L(p)

a )

can be replaced by its Debye form, while V (L(p)
a ,L1) merely reduces to eeα1/|X1 − Xa|.

This gives

IR(L(p)
a ) ∼ βe2κ2

8π

∫
dX1

∫
D(ξ 1)

exp(−κ|X1 − Xa|)
|X1 − Xa|2 ∼ βe2κ

2
, (3.2)

in perfect agreement with the detailed analysis of Appendix A:.
Since βe2κ is small (see Fig. 1), dressing effects in (3.1) can be treated perturbatively by

expanding exp(IR(L(p)
a )) in powers of IR . The resulting leading contribution of G1,0 reads

2zp

(2πλ2
p)3/2

∫
D(ξ a) = 2zp

(2πλ2
p)3/2

= ρid
p = ρ∗γ, (3.3)

where functional integration over ξ a merely reduces to 1 by normalization of Gaussian
measure D(ξ a). That leading term reduces to ideal Maxwell-Boltzmann density of ionized
protons (2.15) (i.e. bare contribution zpB1,0 as it should).

Taking into account (3.2), we find that first correction to (3.3) is rewritten as

2zp

(2πλ2
p)3/2

∫
D(ξ a)IR(L(p)

a ) ∼ 2zp

(2πλ2
p)3/2

βe2κ

∫
D(ξ a) = ρid

p

βe2κ

2
. (3.4)

Contribution (3.4) involves a factor z3/2, and hence a factor γ 3/2 times exp(3βEH/2). One
factor exp(βEH) may be absorbed into the prefactor ρ∗. It remains a factor exp(βEH/2),
which multiplies the remaining part of the contribution. Therefore, we rewrite (3.4) as

ρid
p

βe2κ

2
= ρ∗γ 3/2S3/2(1,0) exp(βEH/2), (3.5)
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where we define screening function

S3/2(1,0) = (β|EH |)3/4

π1/4
. (3.6)

Index 3/2 of screening function refers to the power of γ and (1,0) to the single proton
cluster. All subsequent contributions will be written according to the same prescription.

First correction (3.4) accounts for familiar plasma polarization induced by a single proton
(i.e. cluster (1,0)) at lowest order. Its simple structure results from the almost classical
and weakly coupled nature of the plasma mentioned in Sect. 2.3. Higher order collective
corrections proportional to γ p (with p integer or half-integer), can be rewritten similarly to
(3.4) via the definition of screening functions Sp(1,0) which depend only on β . For instance,
next correction to (3.4) merely reduces to

ρ∗γ 2S2(1,0) exp(βEH), (3.7)

with

S2(1,0) = (β|EH |)3/2

2
√

π
−

(
1 +

(
2m

mp

)1/2)
β|EH |

8
. (3.8)

The first contribution in the r.h.s. of (3.8) arises from the quadratic term in the expansion
of exp(IR(L(p)

a )), while the second one arises from the linear term where loop-shape depen-
dence of IR(L(p)

a ) beyond classical form (3.3) is taken into account (see (A.11)). Further
corrections are exponentially smaller than (3.7) as shown in Appendix A:.

The dressing mechanism associated with plasma polarization occurs for any particle in
all other graphs GNp,Ne . At lowest order, every ring factor exp(IR) can be replaced by 1, and
first corrections are obtained by using (3.2).

3.2 Hydrogen Atom: Recombination and Dissociation Contributions

A hydrogen atom is expected to appear in graph G1,1 made with single root cluster Ca (see
Fig. 5b). The contribution of G1,1 reads

∫
D(ξ a)zφ(L(p)

a )

∫
dX1

∫
D(ξ 1)zφ(L(e)

1 )BT
φ (L(p)

a ,L(e)

1 )

= 4zpze

(2πλ2)3

∫
D(ξ a) exp(IR(a))

∫
dX1

∫
D(ξ 1) exp(IR(1))

×
[

exp(−βφ(a,1)) − 1 + βφ(a,1) − β2φ2(a,1)

2! + β3φ3(a,1)

3!
]

(3.9)

(with obvious simplified notations for the dependence of IR and φ on loops L(p)
a and L(e)

1 ).
In (3.9), protonic loop L(p)

a and electronic loop L(e)

1 contain one proton (qa = 1) and one
electron (q1 = 1) respectively. Each of those particles are dressed like the ionized proton in
G1,0. Furthermore, their mutual interaction φ involves screening effects, which are also due
to the surrounding plasma of ionized protons and electrons. At leading order, since φ(a,1)

reduces to V at finite distances |X1 − Xa| (see Appendix A:), BT
φ (a,1) can be replaced by

BT (a,1) defined by (2.41) with V in place of φ. The resulting bare contribution of G1,1, as
well as first corrections due to collective effects, are successively estimated as follows.
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3.2.1 Bare Contribution in the Vacuum

The bare contribution of G1,1 reads

4zpze

(2πλ2)3

∫
dX1

∫
D(ξ a)D(ξ 1)

×
[

exp(−βV (a,1)) − 1 + βV (a,1) − β2V 2(a,1)

2! + β3V 3(a,1)

3!
]
. (3.10)

In (3.10), functional integrations over shapes ξ a and ξ 1 can be exactly rewritten in terms of
matrix elements of suitable operators by applying backwards Feynman-Kac formula (2.32).
For the exponential factor in BT (a,1), we obviously obtain

1

(2πλ2
p)3/2(2πλ2

e)
3/2

∫
D(ξ a)D(ξ 1) exp(−βV (a,1))

= 〈Rar1| exp(−βH1,1)|Rar1〉 (3.11)

with Ra = Xa and r1 = X1. Functional integrations of powers of V (a,1) in BT (a,1), are
related to the corresponding terms arising in Dyson expansion of 〈Rar1| exp(−βH1,1)|Rar1〉
with respect to interaction part V1,1 of H1,1. Moreover, let us introduce position R∗ =
(mpRa + mer1)/M of the atom mass center, and one-body Hamiltonian Hpe of relative
particle with position r∗ = r1 − Ra . Then, bare contribution (3.10) becomes

ρ∗ γ 2

8
Z(1,1) exp(βEH), (3.12)

with

Z(1,1) = (2πλ2
H )3/2

Λ
Tr[exp(−βH1,1)]TMayer

= 4
∫

dr∗〈r∗|[exp(−βHpe)]TMayer|r∗〉, (3.13)

where [exp(−βHpe)]TMayer stands for truncated Mayer operator

[exp(−βHpe)]TMayer

= exp(−βHpe) − exp(−βKpe)

+
∫ β

0
dτ1 exp[−(β − τ1)Kpe]Vpe exp[−τ1Kpe]

−
∫ β

0
dτ1

∫ τ1

0
dτ2 exp[−(β − τ1)Kpe]Vpe exp[−(τ1 − τ2)Kpe]Vpe exp[−τ2Kpe]

+
∫ β

0
dτ1

∫ τ1

0
dτ2

∫ τ2

0
dτ3 exp[−(β − τ1)Kpe]Vpe exp[−(τ1 − τ2)Kpe]

× Vpe exp[−(τ2 − τ3)Kpe]Vpe exp[−τ3Kpe] (3.14)

(Kpe = −�2Δ/(2m) and Vpe = −e2/r).
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Partition function (3.13) is similar to the so-called direct quantum virial function first
introduced by Ebeling [23] (see Sect. 4.1). It incorporates contributions from both bound
states (recombination of proton and electron into an hydrogen atom) and diffusion states
(dissociation of an hydrogen atom into ionized proton and electron). Contrary to the trace of
[exp(−βHpe)]Mayer, Z(1,1) is finite because 〈r∗|[exp(−βHpe)]TMayer|r∗〉 decays as 1/(r∗)4

at large distances. Though truncation in [exp(−βHpe)]TMayer can be traced back to collective
screening effects, Z(1,1) depends only on temperature, and no longer on density.

In order to estimate (3.13) at low temperatures, we can heuristically extend the very sim-
ple argument used in Section 2.3 for estimating B1,1. For r∗ ∼ aB , contribution of ground
state ψ0(r

∗) of Hpe to 〈r∗| exp(−βHpe)|r∗〉 exponentially dominates all other contributions
because of the finite gap between EH and the rest of the spectrum. Moreover, truncated
terms in [exp(−βHpe)]TMayer, which are crucial for ensuring the finiteness of the trace, do not
generate exponentially growing terms at low temperatures, because they only involve Gibbs
operators associated with kinetic Hamiltonian Kpe. Therefore, the leading behavior of (3.13)
when β → ∞, obtained by replacing 〈r∗|[exp(−βHpe)]T |r∗〉 by |ψ0(r∗)|2 exp(−βEH ),
merely is

Z(1,1) ∼ 4 exp(−βEH). (3.15)

Beyond the previous heuristic argument, we present in Appendix B: a non-perturbative
derivation of (3.15), which is quite useful for further purposes (see Sects. 3.3 and 3.7) since
it provides convincing low-temperature estimations of quantities similar to (3.13) involving
three or more particles.

Eventually, according to formula (3.12), the leading bare contribution of G1,1 reads

ρ∗ γ 2

2
, (3.16)

which is nothing but ideal contribution (2.16) of hydrogen atoms in their groundstate. Be-
yond leading term (3.16), the rest of the bare contribution of G1,1 can be rewritten as

ρ∗ γ 2

8
Zexc(1,1) exp(βEH), (3.17)

with Zexc(1,1) = Z(1,1) − 4 exp(−βEH). At low temperatures, leading contribution to
(3.17) arises from the first excited level (E(1)

H = EH /4) of the hydrogen atom and reads

2ρ∗γ 2 exp

(
3βEH

4

)
. (3.18)

It can be viewed as the ideal density of hydrogen atoms in their first excited state. As ex-
pected, that level is less populated than the ground state by exponentially decaying Boltz-
mann factor exp(3βEH/4) associated with energy difference E

(1)
H − EH = −3EH/4 (apart

from the trivial factor 4 arising from orbital degeneracy of the first excited state).
If the identification of atomic states contributions (like (3.16) or (3.18)) makes sense in

the zero-temperature limit defining Saha regime, at finite temperatures the definition of an
atomic part ZH in Z(1,1) is arbitrary, as it has been noticed for a long time (see Ref. [39]
and references quoted therein). That ambiguity is related to the fact that contributions of
bound states with |E(p)

H | ≤ kBT cannot be disentangled from that of diffusion states since
they have the same order of magnitude. A possible definition of ZH is a finite sum of terms
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analogous to (3.18) up to pmax such that |E(pmax)

H | � kBT : that procedure accounts for ex-
pected thermal ionization which prevents the existence of highly excited hydrogen atoms in
so-called Rydberg states. As emphasized in Ref. [39], only the full contribution embedded
in Z(1,1), obviously independent of above arbitrariness, is relevant for thermodynamics.
Notice that diffusion state contributions describe (unscreened) short-distance interactions
between ionized proton and electron. Such contributions are similar to that involved in G2,0

(see Sect. 3.3), and they are smaller than ideal contribution (3.16) by exponential factor
exp(βEH) apart from powers of β .

3.2.2 Collective Corrections

The first contributions of G1,1 due to collective effects are obtained by expanding, in (3.9),
ring factors exp(IR(a)) and exp(IR(1)) in powers of IR(a) and IR(1), and Mayer coefficient
BT

φ (a,1) in powers of (φ − V )(a,1). At lowest order, IR(a) and IR(1) behave as βe2κ/2,
while (φ − V )(a,1) behaves as e2κ at distances r < βe2. Therefore, first polarization cor-
rections, which are smaller than leading bare contribution (3.16) by an extra factor βe2κ ,
cancel out: an Hydrogen atom, which is a neutral entity, does not polarize its surrounding
plasma at lowest order.

Collective corrections to (3.16) are then determined by the behavior of IR and (φ − V )

beyond the previous simple constants. In other words, the bare proton-electron Coulomb
potential is modified, beyond the familiar Debye shift, by a coupling between quantum fluc-
tuations of both particles and the surrounding plasma. That effect cannot be incorporated
into an effective potential. The corresponding calculation, performed in Appendix A:, gives
at lowest order,

ρ∗γ 3S3(1,1) exp(2βEH), (3.19)

where screening function S3(1,1) for cluster (1,1) is given by (A.16). Contribution (3.19)
is exponentially smaller than (3.16) by factor exp(βEH) and must be retained at that order,
because S3(1,1) behaves as a power of β times exp(−βEH) (see (A.17)). As shown in
Appendix A:, higher order collective corrections decay exponentially faster than (3.19).

3.3 Other Complex Entities

3.3.1 Two-Proton Cluster

A two-proton cluster is described by graph G2,0 made with single root cluster Ca (see
Fig. 6a). There are two possible loop configurations for the internal state of root cluster
Ca : either the two protons belong to two different loops L(p)

a and L(p)

1 , or they belong to a
single loop L(p)

a . The corresponding contribution reads
∫

D(ξ a)zφ(L(p)
a )

∫
dX1

∫
D(ξ 1)zφ(L(p)

1 )BT
φ (L(p)

a ,L(p)

1 ) +
∫

D(ηa)2zφ(L(p)
a )

= 4z2
p

(2πλ2
p)3

∫
dX1

∫
D(ξ a)D(ξ 1) exp(IR(a)) exp(IR(1))

×
[

exp(−βφ(a,1)) − 1 + βφ(a,1) − β2φ2(a,1)

2! + β3φ3(a,1)

3!
]

− 2z2
p

(4πλ2
p)3/2

∫
D(ηa) exp(IR(a)) exp(−βU(a)). (3.20)
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Fig. 6 Graphs representing various complex entities: a two-proton cluster; b molecule H2; c ion H+
2 ;

d ion H−

Like (3.9), (3.20) incorporates collective effects, i.e. dressing of each proton and screening
of their mutual interactions.

At leading order, after applying backwards Feynman-Kac formula (2.32), we find that
the bare contribution of Fig. 6a reduces to

ρ∗ γ 2

√
2

(
m

mp

)3/2

Z(2,0) exp(βEH), (3.21)

with

Z(2,0) = (πλ2
p)3/2

Λ
Tr[exp(−βH2,0)]TMayer

=
∫

dr∗{2〈r∗|[exp(−βHpp)]TMayer|r∗〉 − 〈−r∗| exp(−βHpp)|r∗〉}. (3.22)

In (3.22), Hpp is the one-body Hamiltonian of relative particle with position r∗ = R1 − Ra

and mass mpp = mp/2, Hpp = Kpp + Vpp with Kpp = −�2Δ/(2mpp) and Vpp = e2/r .
Moreover, [exp(−βHpp)]TMayer is defined as (3.14) with Kpp and Vpp in place of Kpe and
Vpe respectively. Like Z(1,1), Z(2,0) is also merely related to Ebeling quantum virial func-
tions (see Sect. 4.1). Thanks to truncation in [exp(−βHpp)]TMayer, the integral over r∗ does
converge contrary to the integral in (2.25) that formally defines B2,0. Because of the con-
tinuous nature of the spectrum of Hpp which starts at zero, Z(2,0) behaves as a power law
at low temperatures. Contribution (3.21) then decays faster than ρ∗ by exponential factor
exp(βEH) (discarding powers of β).

Collective corrections to (3.21) arise from expansions of ring factors and of Mayer coef-
ficient in (3.20). At lowest order, we can use IR(a) ∼ IR(1) ∼ βe2κ/2 and (φ − V )(a,1) ∼
−e2κ (r < βe2) for qa = q1 = 1, while IR(a) ∼ 2βe2κ for qa = 2. Therefore, the first polar-
ization correction to (3.21), which can be treated at a purely classical level, is smaller than
ρ∗ by factor exp(3βEH/2).

3.3.2 Molecule H2

Contribution of a molecule H2 is embedded in graph G2,2 made with the single root cluster
Ca containing two protons and two electrons (Fig. 6b). Again, dressing of particles as well
as screening of their mutual interactions can be treated perturbatively in the Saha regime. At
leading order, the resulting bare contribution of G2,2 is then transformed into

ρ∗γ 4

√
2

32

(
m

M

)3/2

Z(2,2) exp(3βEH), (3.23)
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with

Z(2,2) = (2πλ2
H2

)3/2

Λ
Tr[exp(−βH2,2)]TMayer

= (2πλ2
H2

)3/2
∫

dR1dr1dr2{4〈RaR1r1r2| exp(−βH2,2)|RaR1r1r2〉
− 2〈R1Rar1r2| exp(−βH2,2)|RaR1r1r2〉
− 2〈RaR1r2r1| exp(−βH2,2)|RaR1r1r2〉
+ 〈R1Rar2r1| exp(−βH2,2)|RaR1r1r2〉 + · · ·} (3.24)

(λH2 = (β�2/(2M))1/2). Like (3.14), truncated Mayer operator [exp(−βH2,2)]TMayer is de-
fined as a suitable truncation of [exp(−βH2,2)]Mayer inherited from the structure of coeffi-
cients BT

φ,N (N = 1,2,3,4). In addition to the terms already present in [exp(−βH2,2)]Mayer,
that truncation involves products of imaginary-time evolutions of interaction potentials
between subsets of two protons and two electrons (for our purpose, it is not neces-
sary to detail here all the numerous terms involved in that truncation). This ensures that
[exp(−βH2,2)]TMayer has a finite trace contrary to [exp(−βH2,2)]Mayer.

Similarly to (3.13), partition function (3.24) incorporates contributions from both re-
combination into molecules H2, and dissociation (interactions at short distances between
atoms H , ions H+

2 , ions H−, ionized protons and ionized electrons). At low temperatures,
the leading behavior of Z(2,2) is determined by applying the method described in Ap-
pendix B:. A key ingredient is the discrete nature of the spectrum of H2,2 (discarding the
trivial contribution of the center of mass) near its infimum. Moreover, we assume quite
weak bounds for three- and four-body Coulomb Green functions, inspired in part from their
known exact two-body counterparts [36]. Then, we show that leading contribution to Z(2,2)

arises from the first four terms in the r.h.s of (3.24) evaluated for the ground state of mole-
cule H2 with energy EH2 = E

(0)

2,2. Thus, despite truncated terms beyond matrix elements of
exp(−βH2,2) not written explicitly in the r.h.s. of (3.24), are crucial for ensuring finiteness
of Z(2,2), they do not affect its leading low-temperature behavior which merely reads

Z(2,2) ∼ exp(−βEH2) (3.25)

when β → ∞. Since H2 contains two protons, the resulting contribution (3.23) is twice ideal
density ρid

H2
of molecules H2 in their para-groundstate where the two protons, as well as the

two electrons, have opposite spin orientations, while the total angular momentum is zero.
First thermal corrections to (3.25) arise from molecular excited states. Contrarily to the

atomic case, such states are not exactly known. However, according to the usual phenom-
enology, they are expected to be well described by para-states and ortho-states (the two
protons have the same spin orientation) with non-zero angular momenta describing global
rotations of the molecule [42]. Moreover, excited states with still higher energies can be
associated with proton vibrations and ultimately electronic excitations [42].

Beyond above purely molecular terms, Z(2,2) also incorporates short-range contribu-
tions which account for interactions between products of molecular dissociation, as well as
the corresponding exchange effects. Similarly to the case of Z(1,1) where atomic contribu-
tions are mixed to those of interactions between ionized-charges, the extraction of either a
molecular part ZH2 or an atom-atom contribution in Z(2,2), remains arbitrary. Again, that
arbitrariness does not cause any trouble for thermodynamics which depend only on the full
contribution Z(2,2).
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Collective corrections to (3.23) embedded in G2,2 can be studied as above (see Sect. 3.2).
Like atom H , molecule H2 is neutral so it does not polarize (at lowest order) the surrounding
plasma. First collective corrections are then smaller than (3.25) by an extra factor (βe2κ)2

of order exp(βEH). Therefore, they are smaller than ρ∗ by a factor exp[β(4EH − EH2)],
which is itself exponentially smaller than exp(βEH) by virtue of inequality 3EH < EH2 .

3.3.3 Ions H− and H+
2

Ions H+
2 and H− appear in graphs G2,1 (Fig. 6c) and G1,2 (Fig. 6d) respectively. The corre-

sponding bare contributions are rewritten as

ρ∗ γ 3

16

(
me(M + mp)

M2

)3/2

Z(2,1) exp(2βEH) (3.26)

and

ρ∗ γ 3

32

(
mp(M + me)

M2

)3/2

Z(1,2) exp(2βEH), (3.27)

with

Z(2,1) =
(2πλ2

H+
2
)3/2

Λ
Tr[exp(−βH2,1)]TMayer (3.28)

and

Z(1,2) = (2πλ2
H−)3/2

Λ
Tr[exp(−βH1,2)]TMayer (3.29)

(λH+
2

= (β�2/(M + mp))1/2 and λH− = (β�2/(M + me))
1/2). Truncated Mayer operators

[exp(−βH2,1)]TMayer and [exp(−βH1,2)]TMayer are defined similarly to [exp(−βH2,2)]TMayer and
[exp(−βH1,1)]TMayer. The low-temperature behaviors of (3.26) and (3.27) are determined by
applying the method described in Appendix B:. As for (3.13) and (3.24), truncated terms
beyond exp(−βH2,1) or exp(−βH1,2) do not contribute at leading order. Therefore, we find
that (3.26) behaves as

ρ∗ γ 3

8

(
me(M + mp)

M2

)3/2

exp[β(2EH − EH+
2
)] = 2ρid

H+
2
, (3.30)

where ρid

H+
2

is the ideal density of ions H+
2 in their groundstate with energy EH+

2
= E

(0)

2,1,

which is doubly degenerated because of electron spin. Similarly, we obtain leading behavior
of (3.27), i.e.

ρ∗ γ 3

16

(
mp(M + me)

M2

)3/2

exp[β(2EH − EH−)] = ρid
H− , (3.31)

where ρid
H− is the ideal density of ions H− in their groundstate with energy EH− = E

(0)

1,2,
which is doubly degenerated because of proton spin. Like (3.23), those ideal contribu-
tions decay exponentially faster than ρ∗ in the Saha regime. Density effects embedded
in G2,1 and G1,2 are similar to those encountered above for an ionized proton. They
provide contributions which are smaller than ρ∗ by factors exp(β(5EH/2 − EH+

2
)) and

exp(β(5EH/2 − EH−)), while such factors are themselves exponentially small compared
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to exp(βEH) by virtue of inequalities 3EH/2 < EH+
2

and 3EH/2 < EH− (see numerical
values given in Sect. 2.3).

3.4 Interactions between Ionized Charges beyond Polarization Effects

Since the Saha regime is quite diluted and weakly coupled (see Sect. 2.3), leading con-
tributions of screened interactions are embedded in the polarization mechanism described
in Sect. 3.1 for a graph with a single particle. This provides well-known Debye correc-
tion (3.4). Beyond that mean-field contribution, next contributions of interactions between
ionized charges arise from graphs involving two particles, namely G1,1 and G2,0 shown in
Figs. 5b, 6a and 7a–c. As quoted above, graphs made with one cluster (Figs. 5b and 6a)
involve contributions of unscreened interactions at short distances. Graphs made with two
clusters, Ca (one proton) and C1 (one proton or one electron), connected by a single bond
Fφ(Ca,C1) which can be either −βΦ (Fig. 7a), β2Φ2/2! (Fig. 7b), or −β3Φ3/3! (Fig. 7c),
account for large-distance screened contributions which are estimated as follows.

Graphs shown in Fig. 7a (with α = p, e) provide contribution

−β

∫
dX1

∫
D(ξ a)D(ξ 1)zφ(L(p)

a )[zφ(L(p)

1 )φ(L(p)
a ,L(p)

1 ) + zφ(L(e)

1 )φ(L(p)
a ,L(e)

1 )]

= − 4βzp

(2πλ2
p)3/2

∫
dX1

∫
D(ξ a)D(ξ 1) exp(IR(L(p)

a ))

×
[

zp

(2πλ2
p)3/2

exp(IR(L(p)

1 ))φ(L(p)
a ,L(p)

1 )

+ ze

(2πλ2
e)

3/2
exp(IR(L(e)

1 ))φ(L(p)
a ,L(e)

1 )

]
. (3.32)

The expansion of ring factors exp(IR(L(p)
a )) and exp(IR(L(p)

1 )) provides a first contribution
which vanishes by virtue of identity (A.3) derived in Appendix A:. The first non-vanishing
contribution arises from linear terms IR(L(p)

1 ) and IR(L(e)

1 ) where loop-shape dependences
beyond classical behavior (3.2) are included. At lowest order, φ can then be replaced by its
classical Debye form, and the resulting leading contribution of Fig. 7a is

−ρ∗ γ 2

2
[S2(1,0) − S2(0,1)] exp(βEH) (3.33)

with

S2(0,1) = (β|EH |)3/2

2
√

π
−

(
1 +

(
2m

me

)1/2)
β|EH |

8
, (3.34)

Fig. 7 Graphs describing screened interactions between one proton and one electron (α = e), or between
two ionized protons (α = p)
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which follows from (A.11). Further contributions decay exponentially faster than
ρ∗ exp(βEH).

Because weight of cluster C1 has specific form (2.42), contribution of Fig. 7b reads

β2

2

∫
dX1

∫
D(ξ a)D(ξ 1)zφ(L(p)

a )[(zφ(L(p)

1 ) − z(L(p)

1 ))φ2(L(p)
a ,L(p)

1 )

+ (zφ(L(e)

1 ) − z(L(e)

1 ))φ2(L(p)
a ,L(e)

1 )]

= 2β2zp

(2πλ2
p)3/2

∫
dX1

∫
D(ξ a)D(ξ 1) exp(IR(L(p)

a ))

×
[

zp

(2πλ2
p)3/2

(exp(IR(L(p)

1 )) − 1)φ2(L(p)
a ,L(p)

1 )

+ ze

(2πλ2
e)

3/2
(exp(IR(L(e)

1 )) − 1)φ2(L(p)
a ,L(e)

1 )

]
. (3.35)

At lowest order, we can replace factors (exp(IR(L(p)

1 )) − 1) and (exp(IR(L(e)

1 )) − 1) by
βe2κ/2 on one hand, and φ by its classical Debye form on another hand. This provides the
leading contribution of (3.35)

(ρid
p )2 β3e6

2
κ

∫
dX1

exp(−2κ|X1 − Xa|)
|X1 − Xa|2

= π(ρid
p )2β3e6 = ρ∗γ 2[W(1,0|1,0) + W(1,0|0,1)] exp(βEH) (3.36)

with

W(1,0|1,0) = W(1,0|0,1) = (β|EH |)3/2

4
√

π
, (3.37)

in agreement with asymptotic formula (A.6) derived in Appendix A:. Functions W can
be interpreted as resulting from effective interactions between ionized charges generated
by quadratic fluctuations of φ. Next corrections to (3.36) decay exponentially faster than
ρ∗ exp(βEH), as inferred from (A.6) and (A.11).

Eventually, contribution of Fig. 7c is

−β3

3!
∫

dX1

∫
D(ξ a)D(ξ 1)zφ(L(p)

a )

[
zφ(L(p)

1 )φ3(L(p)
a ,L(p)

1 ) + zφ(L(e)

1 )φ3(L(p)
a ,L(e)

1 )

]

= − 2β3zp

3(2πλ2
p)3/2

∫
dX1

∫
D(ξ a)D(ξ 1) exp(IR(L(p)

a ))

×
[

zp

(2πλ2
p)3/2

exp(IR(L(p)

1 ))φ3(L(p)
a ,L(p)

1 )

+ ze

(2πλ2
e)

3/2
exp(IR(L(e)

1 ))φ3(L(p)
a ,L(e)

1 )

]
, (3.38)
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with qa = q1 = 1, η
(p)
a = ξ a and η

(p,e)

1 = ξ 1. All collective effects can be omitted in (3.38) at
lowest order, so leading contribution reads

−ρ∗γ 2 cp(β|EH |)3/2

12π3/2
exp(βEH) (3.39)

with numerical constant cp given by (A.8). Next corrections to (3.39) decay exponentially
faster than ρ∗ exp(βEH).

3.5 Interactions between an Atom and an Atom or an Ionized Charge

As argued in Sect. 2.3, atoms H are expected to be weakly coupled under Saha conditions,
like ionized charges (see Sects. 3.1 and 3.4). Leading contributions of interactions between
atoms and ionized charges should then involve either two atoms or a single one. As quoted
in Sect. 3.3, short-range parts of those contributions are embedded in Figs. 6b–d made with
a single cluster. Here, we consider other graphs made with two clusters which account for
complementary parts including long-range effects.

3.5.1 Atom-Atom Interactions

Figures 8a–c describe interactions between two atoms. Contrary to the case of ionized
charges, screening effects can now be omitted at leading order, because each atom is neu-
tral. In other words, potential Φ(Ca,C1) between clusters Ca and C1 can be replaced by its
bare counterpart V (Ca,C1), which decays as a dipolar interaction (the corresponding 1/R3-
decay is sufficient for ensuring integrability in Fig. 8a for symmetry reasons). Of course,
in statistical weights defining internal states of Ca and C1, collective effects can be also
ignored at leading order. Then contribution of Fig. 8a vanishes by symmetry, while the re-
sulting bare contributions of Figs. 8b and 8c can be rewritten in terms of matrix elements of
Gibbs operators by applying backwards Feynman-Kac formula (2.32). Leading contribution
of Fig. 8b reads

z2
pz2

e

∫
dR1dr1dr2

{
16〈RaR1r1r2|

×
∫ β

0
dτ1

∫ τ1

0
dτ2 exp[−(β − τ1)(Hat + Hat )]Vat,at

× exp[−(τ1 − τ2)(Hat + Hat)]Vat,at

× exp[−τ2(Hat + Hat )]|RaR1r1r2〉 + · · ·
}
, (3.40)

where Hat = H1,1 is the Hamiltonian of a single atom, while Vat,at is the interaction poten-
tial between two atoms. Terms · · · in (3.40) have a structure analogous to those subtracted

Fig. 8 Graphs accounting for interactions between two hydrogen atoms
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from exp(−βHpe) in (3.14). The corresponding truncation, inherited from that in the BT ’s,
is analogous to that defining individual atomic partition functions: it ensures that spatial in-
tegration over R1, r1, r2 does converge. An expression similar to (3.40) can be obtained for
Fig. 8c.

Full bare contribution of Figs. 8b and 8c takes the form (see Appendix C:)

ρ∗γ 4W(1,1|1,1) exp(3βEH), (3.41)

discarding terms which decay exponentially faster than ρ∗ exp(βEH). When β → ∞,
W(1,1|1,1) behaves as

W(1,1|1,1) ∼ cat,at

32π3/2(β|EH |)1/2
exp(−2βEH) (3.42)

where cat,at is the pure numerical coefficient (C.1). Function W(1,1|1,1) accounts for un-
screened interactions between two hydrogen atoms in their groundstate. Contributions from
both short and large separations R are involved. In particular, contributions from familiar
van der Waals interactions UH−H (R) = −AH−H/R6 (with positive constant AH−H com-
puted from quantum perturbation theory at zero temperature [42]), do emerge through the
large-distance (R = |R∗

2 − R∗
1| � λH ) behavior

〈RaR1r1r2|
∫ β

0
dτ1

∫ τ1

0
dτ2 exp[−(β − τ1)(Hat + Hat )]Vat,at

× exp[−(τ1 − τ2)(Hat + Hat )]Vat,at exp[−τ2(Hat + Hat )]|RaR1r1r2〉

∼ −exp(−2βEH)

(2πλ2
H )3

|ψ0(r
∗
1 )|2|ψ0(r

∗
2 )|2βUH−H (|R∗

1 − R∗
2|), (3.43)

for spatial configurations r∗
1 ∼ r∗

2 ∼ aB and sufficiently low temperatures.
Collective corrections to (3.41) are exponentially smaller than its leading behavior. No-

tice that they arise from various effects: plasma polarization associated with ring factors
exp(IR), Debye exponential screening of interactions at scales κ−1, and also modification of
1/R6-tails at distances larger than lQ as detailed elsewhere [9].

3.5.2 Atom-Proton and Atom-Electron Interactions

Figs. 9a–f account for interactions between one atom H and a single ionized charge. Lead-
ing contribution of Fig. 9a (obtained by replacing ring factors by 1) vanishes by virtue of

Fig. 9 Graphs accounting for interactions between a hydrogen atom and an ionized charge (α = p or e)
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identity (A.3). Like Fig. 8a, bare contribution of Fig. 9d also vanishes for symmetry reasons.
Therefore contributions of Figs. 9a and 9d decay faster than ρ∗ exp(βEH). Figs. 9e and 9f
provide contributions obviously identical to that of Figs. 9b and 9c with α = p. In Figs. 9b
and 9c, all collective effects can be neglected at leading order, in particular φ(Ca,C1) can
be replaced by bare potential V (Ca,C1). Within that substitution, integrability at large dis-
tances R between Ca and C1, is obviously ensured thanks to dipole-charge 1/R2 decay of
V (Ca,C1). The resulting bare contributions of above graphs are rewritten in terms of matrix
elements of Gibbs operators similarly to (3.40). For instance, bare contribution of Fig. 9b
with α = p reads

z2
pze

∫
dR1dr1{8〈RaR1r1|

∫ β

0
dτ1

∫ τ1

0
dτ2 exp[−(β − τ1)(Hat + Hp)]Vat,p

× exp[−(τ1 − τ2)(Hat + Hp)]Vat,p exp[−τ2(Hat + Hp)]|RaR1r1〉 + · · ·} (3.44)

where Hp = H1,0 is the Hamiltonian of a single proton, while Vat,p is the total interaction
potential between an atom and a proton. Like in (3.40), terms · · · in (3.44) have a structure
analogous to those subtracted from exp(−βHpe) in (3.14), which ensures spatial integra-
bility over R1 and r1. Bare contributions of the other considered graphs can be expressed
similarly to (3.44).

As shown in Appendix C:, the full bare contribution of Figs. 9a–f behaves as

ρ∗γ 3[2W(1,1|1,0) + W(1,1|0,1)] exp(2βEH), (3.45)

plus terms which decay exponentially faster than ρ∗ exp(βEH) when β → ∞. Functions
W(1,1|1,0) and W(1,1|0,1) account for unscreened interactions between an atom in its
groundstate and an ionized charge. Their low-temperature behaviors are

W(1,1|1,0) ∼ cat,p

16π3/2(β|EH |)1/2
exp(−βEH),

W(1,1|0,1) ∼ cat,e

16π3/2(β|EH |)1/2
exp(−βEH)

(3.46)

where cat,α are pure numerical constants (C.3). Long-range contributions to W(1,1|1,0)

and W(1,1|0,1) do reduce to that of the attractive interactions UH−α(R) = −AH−α/R
4

between an atom H and an ionized charge, with positive constant AH−p = AH−e computed
within quantum perturbation theory at zero temperature.

First collective corrections result from plasma polarization by the considered ionized
charges, and they reduce to (3.45) multiplied by simple factor βe2κ/2 of order exp(βEH/2).
As for atom-atom interactions, part of further density corrections result from screening of
atom-proton or atom-electron interactions at large distances.

3.6 Interactions between an Ionized Proton and Charged Clusters

Screened interactions between an ionized proton and charged clusters are embedded in any
graph made with a root cluster Ca containing a single proton connected to a charged cluster
C1 via a bond −βΦ . As shown below, such a graph provides a contribution which behaves,
at leading order, as that of the part connected to Ca through C1. Moreover, that mechanism
enforces charge neutrality (ρp = ρe) by symmetrizing protonic and electronic contributions
to SCE of ρp .
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3.6.1 Two-Proton and Two-Electron Clusters

In Figs. 10a and 10b, C1 contains either two protons or two electrons. Leading contribution
of Fig. 10a arises from relative distances between clusters Ca and C1 of order κ−1, while
relative distances between particles inside cluster C1 are of order βe2. For such configura-
tions, Φ(Ca,C1) can be replaced by its Debye classical form −2βe2 exp(−κX)/X, where
X is the relative distance between Ca and C1 (cluster C1 carries a total charge 2e). At the
same time, statistical weights ZT

φ can be replaced by their bare forms. Then, integration
over internal degrees of freedom of C1 merely provides half contribution (3.21) of Fig. 6a
made with a single root cluster identical to C1: that factor 1/2 arises from the combinatorics
specific to root cluster of any graph (see comment after formula (2.38) and factor qa in the
corresponding contribution). Integration over internal degrees of freedom of Ca obviously
provides ρid

p , while the remaining spatial integration over X reduces to

∫
dX

[
−2βe2 exp(−κX)

X

]
= −8πβe2

κ2
= − 1

ρid
p

. (3.47)

Eventually, leading contribution of Fig. 10a is

−ρ∗ γ 2

2
√

2

(
m

mp

)3/2

Z(2,0) exp(βEH), (3.48)

i.e. minus half bare contribution (3.21) of Fig. 6a. Next corrections to (3.47) decay expo-
nentially faster than ρ∗ exp(βEH). A similar calculation provides leading contribution of
Fig. 10b

ρ∗ γ 2

2
√

2

(
m

me

)3/2

Z(0,2) exp(βEH), (3.49)

where we have used that C1 carries a charge −2e. Next corrections to (3.49) also decay
exponentially faster than ρ∗ exp(βEH).

3.6.2 Ions

Leading contributions of Figs. 10c and 10d can be treated as above. Taking into account that
ion H+

2 carries a charge e, we find for Fig. 10c

−ρ∗ γ 3

64

(
me(M + mp)

M2

)3/2

Z(2,1) exp(2βEH), (3.50)

Fig. 10 Graphs accounting for interactions between an ionized proton and a charged cluster
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i.e. minus one fourth bare contribution (3.26) of Fig. 6c. For Fig. 10d, no combinatorics
factor 1/2 appears when integrating over internal degrees of freedom of C1 because C1

contains a single proton. Since C1 carries a charge −e, leading contribution of Fig. 10d
becomes

ρ∗ γ 3

64

(
mp(M + me)

M2

)3/2

Z(1,2) exp(2βEH), (3.51)

i.e. half bare contribution (3.27) of Fig. 6d. Contributions (3.50) and (3.51) can be inter-
preted as the modification of density of ionized protons due to their coupling with ions H+

2
and H− respectively. As mentioned above, those contributions added to that of Figs. 6c and
6d provide a full contribution to ρp which is indeed identical to that relative to ρe . Thus,
charge neutrality is indeed enforced by the structure of SCE (2.37).

Next corrections to (3.50) and (3.51) decay exponentially faster than ρ∗ exp(βEH), as
well as all other non-ideal contributions of ions H+

2 and H−. Part of such contributions may
be related to modifications of screening length, which are taken into account by summing
suitable chain graphs (we have checked that this does provide the screening Debye length
for a mixture of ionized charges and ions).

3.6.3 Other Charged Clusters

Eventually, Figs. 11a–d made with three clusters Ca , C1 and C2, also provide leading
contributions of order ρ∗ exp(βEH) via the same mechanism as above. At leading order,
Φ(Ca,C1) can be replaced by its Debye classical form. Then, integrations over internal de-
grees of freedom of clusters C1 and C2, and over relative distance X2 − X1 between those
clusters, are identical (apart from obvious substitutions p → e) to those relative to Figs. 7b
(for 11a), 7c (for 11b), 9e (for 11c) and 9f (for 11d). Using again identity (3.47) for integra-
tion over X = X1 − Xa , and (A.7) for the integral of φ3, we obtain for Fig. 11b (C1 is made
with a single particle and carries a charge ±e)

ρ∗γ 2 (cp − ce)(β|EH |)3/2

24π3/2
exp(βEH), (3.52)

and for Figs. 11c and 11d

ρ∗ γ 3

2
[W(1,1|0,1) − W(1,1|1,0)] exp(2βEH). (3.53)

Total leading contribution of Fig. 11a vanishes by charge neutrality constraint (2.8). Next
corrections to (3.52) and (3.53) decay exponentially faster than ρ∗ exp(βEH).

Fig. 11 Graphs of order ρ∗ exp(βEH ) accounting for interactions between three clusters
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3.7 Contributions with Arbitrary Particle Numbers

The evaluation of any contribution arising from a graph GNp,Ne made with at least three
particles (Np + Ne ≥ 3), can be carried out by extending the methods described above for
graphs with few particles. The outlines of the analysis are briefly sketched below. We first
proceed to an estimation of the leading contribution. The behaviors of further collective
corrections are discussed afterwards.

3.7.1 Leading Contributions

∗ At leading order, we make the substitutions exp(IR) → 1 and BT
φ → BT in any weight

ZT
φ (Ci), and (exp(IR) − 1) → IR in specific weight (2.42). Moreover, we explicit each

D(Ci) in terms of spatial integrations over particle positions and of functional integrations
over Brownian bridges.

∗ Let consider two clusters Ci and Cj connected by a bond Fφ(Ci,Cj ). If one of them
is electrically neutral, i.e. it contains the same number of protons and electrons, φ can be
replaced by V in Fφ(Ci,Cj ). If both carry a net charge, φ must be replaced by its Debye
classical form φD .

∗ By virtue of Feynman-Kac formula, functional integrations over Brownian bridges
reduce to matrix elements of either exp(−βHMp,Me ), or interactions V evolved according to
exp(−τHMp,Me ) (0 ≤ τ ≤ β).

∗ In graphs only made with bare bonds, integrations over positions of particles provide
a function W accounting for bare interactions between clusters. If GNp,Ne contains a single
cluster, such integrations give raise to partition function Z(Np,Ne).

∗ When one or more bonds involve φD , positions of particles which belong to charged
clusters connected by such bonds, are rewritten in terms of relative positions inside a given
cluster and cluster position (arbitrarily defined as the position of a given particle). Let con-
sider a charged cluster C(Mp,Me) (Mp + Me �= 0), not connected to any neutral cluster.
Integration over its position X can be disentangled from integrations over internal relative
positions, since its internal weight BT decays on a scale βe2 much smaller than κ−1 which
controls the decay of φD . Integration over its internal relative positions provide partition
function Z(Mp,Me). Integration over X is performed by rescaling X in units of κ−1. This
provides multiplicative inverse powers of κ , with possible logarithmic terms ln(κλ) arising
from integrands built with φ3

D .
∗ According to above analysis and prescriptions, the leading contribution of GNp,Ne can

be rewritten as (apart from a pure numerical coefficient which depends on ratio me/mp)

ρ∗γ Np+Ne−P/2 exp[β(Np + Ne − 1 − P/2)EH ]
∏

Z
∏

W (3.54)

where each Z and each W depends only on temperature, while P is a positive integer.
Term γ −P/2 exp(−PβEH/2) arises from contribution 1/κP , which is generated by both
integrations over positions of charged clusters and specific weights IR proportional to κ

(P = 0 when GNp,Ne contains only neutral clusters).
∗ The low-temperature behaviors of functions Z and W can be inferred from the meth-

ods exposed in Appendix B:. If there exists a bound state made with Mp protons and Me

electrons, partition function Z(Mp,Me) then behaves as

exp(−βE
(0)
Mp,Me

), (3.55)
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apart from a multiplicative integer which accounts for groundstate degeneracy. In the other
case, asymptotic behavior (3.55) has to be multiplied by some power of β . A given inter-
action function W behaves as the product of Boltzmann factors (3.55) associated with each
interacting cluster times a power of β .

∗ According to the above low-temperature behaviors of Z and W , leading contribution
(3.54) of GNp,Ne reduces to ρ∗γ Np+Ne−P/2 times a power of β times

exp[β(Np + Ne − 1 − P/2)EH ]
∏

exp(−βE
(0)
Mp,Me

) (3.56)

when β → ∞. The precise form of factor (3.56) has been studied above for several graphs
GNp,Ne . For all other graphs, we have checked that (3.56) is exponentially smaller than
exp(βEH). In particular, ideal contributions of complex entities made with more than four
particles can be omitted at considered order. The analysis is achieved by using the known
values of EH+

2
, EH− and EH2 given in Sect. 2.2, as well as inequality (2.31) for Mp +

Me ≥ 5. Neutrality constraint (2.8) ensures the cancellation of the leading contributions of
graphs which differ only by ending clusters made with either a single proton or a single
electron: above statement then applies, strictly speaking, to the leading contribution of the
sum of those graphs (for instance, see graphs G1,1 and G2,0 shown in Fig. 7a).

3.7.2 Collective Corrections

∗ Collective corrections are obtained by expanding ring factors exp(IR) in powers of IR ,
and truncated Mayer coefficients BT

φ in powers of (φ − V ). At the same time, both IR and
(φ − V ) are expanded in positive integer powers of κλ as described in Appendix A:. Then,
integration over cluster degrees of freedom involved in previous expansions, provide screen-
ing functions S. For a given graph GNp,Ne , the resulting corrections take the general form

ρ∗γ Np+Ne−P/2+L/2 exp[β(Np + Ne − 1 − P/2 + L/2)EH ]
∏

Z
∏

W
∏

S (3.57)

with L a positive integer.
∗ The low-temperature behavior of S is analogous to those of Z and W , and it reduces to

the product of a power of β times groundstate Boltzmann factors (3.55) associated with each
cluster involved in S (for instance, see the calculation of S3(1,1) detailed in Appendix A:).
Thus, and as expected from the weakly-coupled conditions enforced in the Saha regime,
any correction (3.57) arising from GNp,Ne becomes exponentially smaller than its leading
contribution (3.54) when β → ∞. Collective corrections arising from graphs considered in
Sects. 3.1–3.6 have been explicitly computed up to order ρ∗ exp(βEH) included. All other
corrections, in particular those arising from other graphs, decay exponentially faster than
ρ∗ exp(βEH).

4 Scaled Low-Temperature Expansions

According to the analysis of Sect. 3, we derive the structure of the asymptotic expansion
of ρ/ρ∗ (Sect. 4.1). Then, we proceed to the calculation of the pressure as a function of ρ

(EOS), by using thermodynamical identities (Sect. 4.2). We derive the corresponding expan-
sion around ideal Saha pressure (1.3), and the first four corrections are explicitly computed.
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4.1 Structure of the Asymptotic Expansion of Particle Density

According to Sect. 3.7, every contribution arising from any graph GNp,Ne can be rewritten
as ρ∗ times γ n times a temperature-dependent function. Power n is integer or half-integer,
n ≥ 1, while γ n may be multiplied by integer powers of lnγ (it is not necessary to write
explicitly such logarithmic terms since they do not play any role in the following). For a
given n, there is a finite number of contributions proportional to γ n, i.e. such that Np +
Ne − P/2 + L/2 = n. Their sum can be recast as

ρ∗γ ngn(β) exp(β(n − 1)EH ). (4.1)

Functions gn(β) are expressed in terms of bare partition functions Z(Mp,Me) of clusters
(Mp,Me), bare interactions W between clusters, and screening functions S which may in-
volve either a single or various clusters. Roughly speaking, the number of involved graphs,
as well as the maximum total particle number Np + Ne , increase with n.

Taking into account the results derived in Sect. 3, screened cluster expansion of common
particle density ρ = ρp = ρe can be formally rewritten as

ρ/ρ∗ = γ + γ 2

2
+ γ 3/2g3/2(β) exp(βEH/2) + γ 2g2,exc(β) exp(βEH)

+
∞∑

n=5/2

γ ngn(β) exp(β(n − 1)EH ) (4.2)

where the sum runs over integer and half-integer values of n. In (4.2), we have extracted in
γ 2g2(β) exp(βEH) contribution (3.16) of atoms H in their groundstate, while the remaining
part defines g2,exc(β). First two functions g3/2 and g2,exc are

g3/2(β) = S3/2(1,0) (4.3)

according to (3.4), and

g2,exc(β) = 1

2
[S2(1,0) + S2(0,1)] + W(1,0|1,0) + W(1,0|0,1)

− (cp + ce)(β|EH |)3/2

24π3/2

+ 1

8

[
Zexc(1,1) +

(
2m

mp

)3/2

Z(2,0) +
(

2m

me

)3/2

Z(0,2)

]
(4.4)

by summing (3.7), (3.17), (3.21), (3.33), (3.36), (3.39), (3.48), (3.49) and (3.52). Notice that
(4.4) is symmetric with respect to permutations of species indexes p and e in agreement
with ρp = ρe.

We stress that, in the Saha regime, γ is a fixed parameter not necessarily small, while
β → ∞. Then, functions g2,exc(β) exp(βEH) and gn(β) exp(β(n − 1)EH ) with n ≥ 3/2
and n �= 2, decay exponentially fast. Thus, the whole sum over n in (4.2) can be reordered
according to the corresponding decay rates. Each term γ ngn(β) exp(β(n − 1)EH ) is then
rewritten as γ nhk(β) where k = k(n) is some integer. Functions hk decay exponentially
fast, i.e. hk(β) ∼ exp(−βδk) (apart from powers of β), with decay rates δk ranked as 0 <

δ1 < δ2 < · · ·: hk+1 decays exponentially faster than hk when β → ∞. According to the
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analytic results derived in Sects. 3.1–3.7 on the one hand, and to the numerical values of
EH ,EH− ,EH+

2
,EH2 (see Sect. 2.3) on the other hand, we find

h1(β) = g3/2(β) exp(βEH/2), n1 = 3/2,

h2(β) = g4(β) exp(3βEH), n2 = 4,

h3(β) = g2,exc(β) exp(βEH), n3 = 2,

h4(β) = g3(β) exp(2βEH), n4 = 3.

(4.5)

Their corresponding decay rates δk can be found in the table (1.5) given in the Intro-
duction, while all higher-order functions hk(β) with k ≥ 5 decay exponentially faster
than exp(βEH), i.e. their decay rates δk are larger than |EH | � 13.6. Notice that both
γ 5/2g5/2(β) exp(3βEH/2) and γ 7/2g7/2(β) exp(5βEH/2) decay faster than exp(βEH), so
both k(5/2) and k(7/2) are strictly larger than 4. Within previous reordering, (4.2) becomes

ρ/ρ∗ = γ + γ 2

2
+

∞∑

k=1

γ nkhk(β). (4.6)

At order exp(βEH) included, all terms with k ≥ 5 can be omitted in (4.6). Moreover,
for the sake of consistency, it is sufficient to compute functions hk with 1 ≤ k ≤ 4 at the
same order (beyond its leading behavior exp(−βδk), hk involves other exponentially small
contributions). This gives

h1(β) = (β|EH |)3/4

π1/4
exp(βEH/2), (4.7)

h2(β) = 1

64

(
2m

M

)3/2

Z(2,2) exp(3βEH) + W(1,1|1,1) exp(3βEH), (4.8)

h3(β) = −1

2
+

[
1 + 1

12
ln

(
4m

M

)]
(β|EH |)3/2

π1/2
exp(βEH)

+ 1

8π1/2

{
2Q(xpe) +

(
2m

mp

)3/2[
Q(−xpp) − 1

2
E(−xpp)

]

+
(

2m

me

)3/2[
Q(−xee) − 1

2
E(−xee)

]}
exp(βEH), (4.9)

and

h4(β) = 3

64

[(
me(M + mp)

M2

)3/2

Z(2,1) +
(

mp(M + me)

M2

)3/2

Z(1,2)

]
exp(2βEH)

+ S3(1,1) exp(2βEH) + 3

2
[W(1,1|1,0) + W(1,1|0,1)] exp(2βEH). (4.10)

In (4.7) and (4.9), full contributions of respectively g1 and g2,exc, are kept, while analytic
expressions (3.3), (3.8), (3.34), (3.37) and (3.39) have been used. Moreover, and accord-
ing to formula (A.12) derived in Appendix A:, Zexc(1,1), Z(2,0) and Z(0,2) have been
expressed in terms of Ebeling quantum virial functions Q (direct part) and E (exchange
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part) defined in Ref. [39], with arguments xpe = 2(β|EH |)1/2, xpp = (2mp/m)1/2(β|EH |)1/2

and xee = (2me/m)1/2(β|EH |)1/2. Term −1/2 in h3(β) subtracts the ground-state contri-
bution included in function Q(xpe). In (4.8) and (4.10), contributions of g4 and g3 which
decay exponentially faster than exp(βEH) have been omitted. The resulting expression for
h2 is obtained by summing (3.23) and (3.41). Similarly, expression (4.10) for h4 follows by
summing (3.26), (3.27), (3.50), (3.51), (3.19), (3.45) and (3.53).

As a conclusion, it is useful to summarize the main features and ingredients of ex-
pansion (4.6). The hk-functions are ordered, at sufficiently low temperatures, according to
|h1(β)| > |h2(β)| > |h3(β)| > |h4(β)| > · · ·. They incorporate corrections to ideal Saha
equation which arise from different physical phenomena, as listed in the Introduction. Ex-
plicit expressions for h1(β) and h3(β) are known, see (4.7) and Ref. [39], while h2(β)

and h4(β) involve integrals associated with 3-body and 4-body problems which cannot be
expressed in closed analytical forms. In h2(β), the internal partition function Z(2,2) of
a hydrogen molecule is defined in (3.24), and its low-temperature form is determined in
Appendix B:. The function W(1,1|1,1), which accounts for atom-atom interactions, is de-
fined in (3.41), and its low-temperature form is computed in Appendix C:. In h4(β), the
internal partition functions Z(2,1) and Z(1,2) of ions H+

2 and H− are defined in (3.28)
and (3.29) respectively, while their asymptotic expressions at low temperatures are derived
in Appendix B:. The interactions W(1,1|1,0) and W(1,1|0,1) between an atom and an
ionized proton or electron, are defined in (3.45) and their low-temperature expressions are
given in Appendix C:. Eventually, the screening function S3(1,1) of a hydrogen atom ac-
counts for collective corrections to the bare proton-electron Coulomb potential beyond the
familiar Debye shift, and it is given by formula (A.16) at low temperatures.

4.2 Equation of State

In order to compute the pressure, we consider identities

ρp = zp

∂βP

∂zp

,

ρe = ze

∂βP

∂ze

.
(4.11)

Taking into account that P depends only on z and β , and using parametrization of z in terms
of β and γ , z = (m/M)3/4γ exp(βEH)/4, we rewrite such identities as

∂βP

∂γ
= 2ρ

γ
, (4.12)

where partial derivative of βP with respect to γ is taken at fixed β . After inserting expansion
(4.6) of ρ into the r.h.s. of (4.12), a straightforward term by term integration with respect to
γ provides

βP/ρ∗ = 2γ + γ 2

2
+

∞∑

k=1

2γ nk

nk

hk(β). (4.13)

The required equation of state follows by inserting into (4.13) the expression of γ in terms
of ρ obtained from the inversion of (4.6). That inversion can be performed perturbatively
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around the simple expression

γSaha = (1 + 2ρ/ρ∗)1/2 − 1 (4.14)

obtained by retaining only the first two terms of (4.6). The resulting SLT expansion of the
pressure takes the form (1.1) presented in the Introduction where βPSaha/ρ

∗ is given by
(1.3). The general structure of βPk/ρ

∗ reduces to a function of ρ/ρ∗ times a polynomial in
the hl(β)’s with l ≤ k. Therefore, for a fixed ratio ρ/ρ∗, corrections βPk/ρ

∗ decay expo-
nentially fast when β → ∞. Moreover, each βPk+1/ρ

∗ decays faster than βPk/ρ
∗ for k ≥ 0

(with P0 = PSaha). First corrections in (1.1) read

βP1/ρ
∗ = [(1 + 2ρ/ρ∗)1/2 − 3][(1 + 2ρ/ρ∗)1/2 − 1]3/2

3(1 + 2ρ/ρ∗)1/2
h1(β), (4.15)

βP2/ρ
∗ = −[(1 + 2ρ/ρ∗)1/2 + 2][(1 + 2ρ/ρ∗)1/2 − 1]4

2(1 + 2ρ/ρ∗)1/2
h2(β), (4.16)

βP3/ρ
∗ = −[(1 + 2ρ/ρ∗)1/2 − 1]2

(1 + 2ρ/ρ∗)1/2
h3(β), (4.17)

βP4/ρ
∗ = −[(1 + 2ρ/ρ∗)1/2 + 3][(1 + 2ρ/ρ∗)1/2 − 1]3

3(1 + 2ρ/ρ∗)1/2
h4(β), (4.18)

and

βP5/ρ
∗ = [(1 + 2ρ/ρ∗)1/2 − ρ/ρ∗][(1 + 2ρ/ρ∗)1/2 − 1]2

(1 + 2ρ/ρ∗)3/2
[h1(β)]2. (4.19)

Next correction βP6/ρ
∗ decays faster than exp(βEH).

In previous corrections βPk/ρ
∗, functions h1(β) and h3(β) can be expressed in closed

analytical forms according to (4.7) and (4.9) respectively. Similar analytical expressions for
h2(β) and h4(β) are not available. Nevertheless, the low-temperature behaviors of those
functions are exactly known, i.e.

h2(β) ∼ 1

64

(
2m

M

)3/2

exp(β(3EH − EH2)) (4.20)

and

h4(β) ∼ 3

64

(
me(M + mp)

M2

)3/2

exp(β(2EH − EH+
2
)) (4.21)

when β → ∞.
Eventually, the various terms in (1.1) display interesting behaviors with respect to ratio

ρ/ρ∗, at fixed β sufficiently large:

• For ρ much smaller than ρ∗, each βPk/ρ
∗, as well as βPSaha/ρ

∗, can be expanded in pow-
ers of ρ/ρ∗. This leads to the virial expansion of βP in powers of ρ. Since all βPk/ρ

∗’s
for k ≥ 6 are at least of order ρ5/2, the full contribution of terms with k ≤ 5 in (1.1)
provides the expansion of βP up to order ρ2, i.e.

βP = 2ρ − 23/2(2π)3/4

3
(λpe)

3/2 exp(−βEH/2)h1(β)ρ3/2
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− (2π)3/2(λpe)
3 exp(−βEH)[2h3(β) + 1 − 2(h1(β))2]ρ2 + O(ρ5/2)

= 2ρ − (8πβe2ρ)3/2

24π
− π√

2

{
2λ3

peQ(xpe) + λ3
pp

[
Q(−xpp) − 1

2
E(−xpp)

]

+ λ3
ee

[
Q(−xee) − 1

2
E(−xee)

]}
ρ2 − π

6
ln

(
4m

M

)
β3e6ρ2 + O(ρ5/2) (4.22)

which does coincide with the well known expression derived previously by other methods
[4, 23, 39] (λpe = (β�2/m)1/2, λpp = (β�2/mpp)1/2 and λee = (β�2/mee)

1/2). Notice that
contribution of βP4 is of order ρ3, while that of βP2 is of order ρ4.

• For ρ of order ρ∗, leading term βPSaha/ρ
∗, as well as each correction βPk/ρ

∗, can be
viewed as infinite resummations of terms with arbitrary high orders in the above low-
density expansion. Such resummations account, in a non-perturbative way with respect
to density, of recombination processes for any value of the ionization rate. The relative
orders of magnitude of the various corrections to Saha pressure are mainly controlled
by their decay rates δk . Therefore the larger correction indeed is βP1, which results
from plasma polarization around a given ionized charge, evaluated within Debye clas-
sical mean-field theory. That result is equivalent to the modified Saha condition which
determines the ionization rate [39, 41].

• For ρ much larger than ρ∗, βPSaha behaves as

βPSaha ∼ ρ, (4.23)

which illustrates the almost full atomic recombination of the plasma. The larger correction
to Saha pressure is now βP2 which behaves as

βP2 ∼ −2h2(β)ρ∗
(

ρ

ρ∗

)2

, (4.24)

so it overcomes βP1 which grows only as (ρ/ρ∗)3/4, as well as further corrections βP3 ∼
(ρ/ρ∗)1/2, βP4 ∼ (ρ/ρ∗)3/2 and βP5 ∼ (ρ/ρ∗)1/2. Therefore molecular recombination
prevails over plasma polarization. Of course, expansion (1.1) is no longer appropriate for
too large values of ratio (ρ/ρ∗), since some corrections βPk/ρ

∗ become much larger than
Saha pressure.

4.3 Numerical Estimations and Validity Domain of SLT Expansions

Quantitative estimations of corrections βP1/ρ
∗, βP3/ρ

∗ and βP5/ρ
∗ are easy, because func-

tions h1(β) and h3(β) can be represented by simple analytical expressions at finite temper-
ature. For functions h2(β) and h4(β) which involve 3 and 4-body contributions, no explicit
finite-T representations are available beyond their low-temperature asymptotic forms de-
termined in Appendices B and C. In order to obtain reliable values for those functions at
moderate temperatures, we have used a simple approach in which important finite temper-
ature effects (such as atomic vibrations and rotations) are phenomenologically taken into
account. As mentioned in the Introduction, the corresponding numerical evaluations of the
various corrections to Saha pressure (and internal energy), together with a comparison of our
predicted isotherms with the results of PIMC simulations, will be presented in a forthcoming
paper [1].

Here, we exhibit the validity domain of SLT expansion (1.1). A rigorous analysis of the
convergence of that expansion is a tremendous mathematical task, much beyond the scope
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Fig. 12 Phase diagram showing the validity domains of SLT expansion (1.1) (hatched region) and of the
virial expansion (shaded region). Atomic recombination density ρ∗(β) (1.2) is a straight line at low tem-
peratures in the (β, logρ)-plane. The validity domain is delimited at high densities, and for temperatures
below 10000 K, by critical density ρc(β) at which molecular recombination occurs. Crosses indicate state
points where simulation results are available [48]. State points of astrophysical systems (Sun photosphere and
Brown dwarfs) are also shown in the diagram

of the present work. We estimated a quite plausible validity domain, by employing the semi-
empirical criterion |Pk| < PSaha/10 for all five corrections (1 ≤ k ≤ 5): it covers the region
hatched in the temperature-density plane shown in Fig. 12. The shaded region at low den-
sities and high temperatures corresponds to the validity domain of the virial expansion (i.e.
low-density expansion at fixed temperature) determined from a similar criterion. Obviously,
SLT expansion improves widely upon virial expansion, by providing reliable results in the
atomic phase, including the temperature and density ranges around ρ�(β) which correspond
to partially ionized hydrogen gases. In Fig. 12, we have also shown state points, symbol-
ized by crosses, for which PIMC simulation results have been obtained [48]. It turns out
that some of them lie within the validity domain of the SLT expansion. We have checked
that our calculations, both for pressure and internal energy, are in agreement with PIMC
results within statistical errors [1]. This confirms the reliability of SLT expansions in the do-
main inferred from the above semi-empirical criterion. Notice that such domain extends to
rather high densities, up to a/aB = 6 at 15000 K, which corresponds to a mean inter-particle
distance of the order of twice the size of a hydrogen atom.

For temperatures below 10000 K, the validity domain is limited at high densities by
molecular recombination which occurs around densities ρc(β) shown as a dashed line in the
phase diagram. That limitation is not intrinsic to the theory, and an SLT expansion applica-
ble in the molecular regime can be derived as well. Such a generalization requires replacing
the scaling (2.12) of the chemical potential by a similar scaling corresponding to a molec-
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ular regime (see Fig. 2), and performing the inversion μ = μ(ρ) in the appropriate density
range. Notice that if ρ is not too high above ρc , expansion (4.6) of particle density in terms
of chemical potential should remain valid. Performing a non-perturbative inversion of the
chemical potential in favor of the density, should then provide accurate thermodynamical
functions which account not only for atomic recombination at ρ ∼ ρ∗, but also for molecu-
lar recombination above ρc .

For temperatures above 10000 K, the borderline of the validity domain has a compli-
cated shape determined by correction term P3 which accounts for atomic excitations and for
interactions between ionized electrons and protons. At high temperatures, typically above
30000 K, thermal ionization prevents recombination of protons and electrons into atoms, and
our validity criterion is then equivalent to a weak coupling condition for ionized charges, i.e.
coupling parameter Γ = βe2/a smaller than some value, which also determines the validity
of the virial expansion.

Eventually, state points of two astrophysical systems of interest, Sun photosphere and
a typical brown dwarf atmosphere, are also shown in Fig. 12. Our equation of state (1.1)
clearly holds at the temperature and density of Sun photosphere. In order to be applicable to
brown dwarf atmospheres, the SLT expansion would need to be generalized to the molecular
regime, as discussed above.

Acknowledgements We are very indebted to Vincent ROBERT (Laboratoire de Chimie, ENS Lyon, CNRS)
for his efficient and kind support. We thank him in particular for his spectroscopic calculations (ground state
energies and excitations energies of a few compounds) which we used in Sect. 2.3 [52].

Appendix A: Screened Potential and Related Integrals

A.1 Expression and Behavior of φ

The Fourier transform of φ(Li ,Lj ) with respect to Xi − Xj reads

φ̃(k, χi, χj ) = eαi
eαj

∫ qi

0
ds

∫ qj

0
dt exp[ik · (λαi

ηi (s) − λαj
ηj (t))]

×
∞∑

n=−∞

4π

k2 + κ2(k, n)
exp[−2nπi(s − t)], (A.1)

where χ = (α, q,η(·)) denotes the loop internal degrees of freedom, while function κ2(k, n)

is defined in Ref. [13]. Functions κ2(k, n) are analytical in k2 near k = 0, while κ2(0, n) = 0
for n �= 0 and κ2(0,0) �= 0 is of order κ2 . For large values of k, κ2(k, n) remains bounded
by a constant independent of n (of order κ2). For k ∼ κ , κ2(k, n) for n �= 0 is smaller than
κ2(k,0) by a factor of order κ2λ2, while κ2(k,0) can be replaced by κ2.

The behaviors of φ with respect to relative distance r = |Xi − Xj | (roughly described in
Fig. 4), can be readily derived from those of φ̃ with respect to k, as detailed in Ref. [13].
Here, we briefly summarize that analysis. For k � κ , each fraction 4π/(k2 + κ2(k, n))

can be replaced by 4π/k2 in (A.1), so φ(Li ,Lj ) behaves as V (Li ,Lj ) at short dis-
tances r � κ−1. At distances r ∼ κ−1, we recover the Debye classical form φD(Li ,Lj ) =
qieαi

qj eαj
exp(−κr)/r , by noting that terms n �= 0 in (A.1) provide contributions smaller

than the one of n = 0 by a factor of order κ2λ2. Eventually, terms n �= 0 in (A.1) provide
a singularity in the small-k expansion of φ̃(k, χi, χj ), which in turn induces a dipolar-like
decay of φ(Li ,Lj ) at large distances r � lQ.
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A.2 Integrals of Powers of φ

We consider φ(L(p)
a ,L(p,e)

1 ) where loops L(p)
a and loop L(p,e)

1 contain, respectively, one pro-
ton (qa = 1) and either one proton or one electron (q1 = 1). According to the definition of
φ̃(k, χa,χ1), the integral of φ(L(p)

a ,L(p,e)

1 ) over X1 and ξ 1 = η1 is nothing but
∫

dX1

∫
D(ξ 1)φ(L(p)

a ,L(p,e)

1 ) =
∫

D(ξ 1)φ̃(0, χa,χ1). (A.2)

The r.h.s. of (A.2) is computed by taking the limit k → 0 of expression (A.1). The cor-
responding contribution of a term n �= 0 is obtained by expanding phase factor exp[ik ·
(λpξ a(s) − λp,eξ 1(t))] in powers of k. Since all odd moments of measure D(ξ 1) van-

ish, as well as
∫ 1

0 dt exp(2nπit), the first non-vanishing term in that expansion is at least
of order k3. It has to be multiplied by a factor of order 1/k2 which arises from fraction
4π/(k2 + κ2(k, n)), so the resulting contribution to the r.h.s. of (A.2) vanishes. Therefore,
the sole contribution arises from term n = 0, i.e.

∫
dX1

∫
D(ξ 1)φ(L(p)

a ,L(p,e)

1 ) = ± 4πe2

κ2(0,0)
, (A.3)

with a positive sign for L(p)

1 and a negative one for L(e)

1 .
According to Fourier-Plancherel formula, the integral of [φ(L(p)

a ,L(p,e)

1 )]2 over X1, ξ a =
ηa and ξ 1 = η1, is rewritten as

∫
dX1

∫
D(ξ a)D(ξ 1)[φ(L(p)

a ,L(p,e)

1 )]2

= 1

(2π)3

∫
dk

∫
D(ξ a)D(ξ 1)|φ̃(k, χa,χ1)|2

= 2e4

π

∫
dk

∫ 1

0
ds1

∫ 1

0
dt1

∫ 1

0
ds2

∫ 1

0
dt2

×
∞∑

n1,n2=−∞

exp[−2n1πi(s1 − t1)]
k2 + κ2(k, n1)

exp[−2n2πi(s2 − t2)]
k2 + κ2(k, n2)

×
∫

D(ξ a) exp[iλpk · ξ a(s1 − s2)]
∫

D(ξ 1) exp[−iλp,ek · ξ 1(t1 − t2)]. (A.4)

In the last equality of (A.4), we have used that the average over shape ξ of any function
f (ξ a(s1) − ξ a(s2)) is identical to the average of f (ξ a(s1 − s2)), provided that ξ(s) for s

outside [0,1] is defined as equal to ξ(s − [s]) [13]. Within variable change k = κq, we
can replace κ2(κq,ni) by either κ2 for ni = 0, or 0 for ni �= 0, discarding terms which
provide contributions smaller by a factor (κλ)2 at least. Summations over ni �= 0 are then
performed according to identity

∑
n�=0 exp[−2nπi(s − t)] = δ(s − t) − 1. Since measure

D(ξ) is Gaussian with covariance (2.34) (for q = 1), we transform (A.4) into

8e4

κ

∫ 1

0
ds

∫ 1

0
dt

∫ ∞

0
dq

q2

(q2 + 1)2
exp[−κ2λ2

pq2s(1 − s)/2 − κ2λ2
p,eq

2t (1 − t)/2]

+ 8e4

κ

∫ 1

0
ds

∫ ∞

0
dq

1

q2
{exp[−κ2(λ2

p + λ2
p,e)q

2s(1 − s)/2] − 1}
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− 8e4

κ

∫ 1

0
ds

∫ 1

0
dt

∫ ∞

0
dq

1

q2

× {exp[−κ2λ2
pq2s(1 − s)/2 − κ2λ2

p,eq
2t (1 − t)/2] − 1} (A.5)

discarding terms of order κ−1O((κλ)2). The integrals over q in (A.5) are computed in terms
of elementary functions of arguments [κ2λ2

ps(1 − s)/2 + κ2λ2
p,et (1 − t)/2]1/2 and [κ2(λ2

p +
λ2

p,e)s(1−s)/2]1/2, which can be expanded in Taylor series since κλ is small. For the leading
(order κ−1) and first subleading (order κ−1O(κλ)) contributions, the remaining integrals
over s and t are readily calculated (some complicated double integrals over s and t arising
from respectively first and third terms in (A.5) cancel out). Eventually, we obtain

∫
dX1

∫
D(ξ a)D(ξ 1)[φ(L(p)

a ,L(α)

1 )]2 = 2πe4

κ

[
1 −

√
π

2
√

2
κλpα + O((κλ)2)

]
. (A.6)

The integral of [φ(L(p)
a ,L(α)

1 )]3 over X1, ξ a and ξ 1, can be evaluated within similar tech-
niques and tricks. Discarding terms of order O(κλ), its leading behavior reduces to a con-
stant times ln(κλpα) plus another constant. When the two integrals corresponding respec-
tively to α = p and α = e are summed together, logarithmic terms in κ cancel out. Therefore,
we obtain

∫
dX1

∫
D(ξ a)

∫
D(ξ 1)[(φ(L(p)

a ,L(p)

1 ))3 + (φ(L(p)
a ,L(e)

1 ))3] = cpe6 + O(κλ) (A.7)

where cp is the constant

cp = 2

π3

∫ 1

0
ds

∫ s

0
dt

∫
dq1

∫
dq2

1

q2
1q2

2 |q1 + q2|2
× {exp[−(q2

1 s(1 − s) + q2
2 t (1 − t) + 2q1 · q2t (1 − s))]

− exp[−(q2
1 s(1 − s) + q2

2 t (1 − t) + 2q1 · q2t (1 − s))mp/(2m)]} (A.8)

entirely determined by ratio mp/m. As it should, leading contribution cpe6 in (A.7) is noth-
ing but the value of the considered integral with bare potential V in place of φ (that bare
integral does converge thanks to the 1/|X1|4-decay of [V (L(p)

a ,L(p)

1 )]3 + [V (L(p)
a ,L(e)

1 )]3).
When the root proton is replaced by a root electron (L(p)

a → L(e)
a ), the resulting integral

behaves similarly to (A.7) where constant ce is given by (A.8) with me in place of mp .

A.3 Behavior of IR

We consider a loop L containing a single particle of species α. Convolution formula (2.40)
for IR(L) is first transformed according to Fourier-Plancherel identity, in which φ̃(k, χa,χ1)

is replaced by (A.1). Discarding terms smaller by a factor O((κλ)2), only the contributions
of loops L(p,e)

1 associated with a single proton or a single electron, are retained. Moreover,
at the same order, after making variable change k = κq, we can replace κ2(κq,n) by either
κ2 for n = 0, or 0 for n �= 0. Using again identity

∑
n�=0 exp[−2nπi(s − t)] = δ(s − t) − 1,

we then obtain

IR(L) = βe2κ

2
+ βe2κ

4π2

∑

γ

∫ 1

0
ds

∫ 1

0
ds1

∫ 1

0
dt1

∫
D(ξ 1)

∫
dq

1

q2(q2 + 1)
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× [exp(iκq · (λαξ(s) − λγ ξ 1(s) + λγ ξ 1(s1) − λαξ(t1))) − 1]

+ βe2κ

4π2

∑

γ

∫ 1

0
ds

∫ 1

0
ds1

∫ 1

0
dt1

∫
D(ξ 1)

∫
dq

1

q4

× exp(iκq · (λαξ(s) − λγ ξ 1(s) + λγ ξ 1(s1)))

× [exp(−iκq · λαξ(s1)) − exp(−iκq · λαξ(t1))] + βe2κO((κλ)2). (A.9)

The leading behavior of IR(L) reduces to the first term in the r.h.s. of (A.9). In the second
term of (A.9), we can first perform the integration over q thanks to Cauchy’s theorem. The
resulting elementary functions of the argument κ|λαξ(s) − λγ ξ 1(s) + λγ ξ 1(s1) − λαξ(t1)|
are then expanded in Taylor series since κλ is small. The remaining integrations over times
and shape ξ 1 provide a contribution of order βe2κO(κλ) which depends on ξ . The third
term in the r.h.s. of (A.9) has the same order and a similar shape-dependence, as shown
by variable changes q = κ|λαξ(s) − λγ ξ 1(s) + λγ ξ 1(s1) − λαξ(t)|u with t = s1 or t = t1
(the integral over q is splitted as the sum of two integrals by adding and subtracting 1 to
[exp(−iκq · λαξ(s1)) − exp(−iκq · λαξ(t1))]).

The integration of IR(L) over shape ξ readily follows from (A.9). Now in the second
and third terms of (A.9), it is convenient to first perform integration over shapes ξ and ξ 1,
using the previous trick relative to differences ξ(s)− ξ(t1) and ξ 1(s)− ξ 1(s1), as well as the
Gaussian nature of measures D(ξ) and D(ξ 1). This leads to

∫
D(ξ)IR(L) = βe2κ

2
+ βe2κ

π

∑

γ

∫ 1

0
ds1

∫ 1

0
dt1

∫ ∞

0
dq

1

(q2 + 1)

× {exp[−κ2λ2
γ q2s1(1 − s1)/2 − κ2λ2

αq
2t1(1 − t1)/2] − 1}

+ βe2κ

π

∑

γ

∫ 1

0
ds1

∫ ∞

0
dq

1

q2
{exp[−κ2(λ2

α + λ2
γ )q2s1(1 − s1)/2] − 1}

− βe2κ

π

∑

γ

∫ 1

0
ds1

∫ 1

0
dt1

∫ ∞

0
dq

1

q2

× {exp[−κ2λ2
γ q2s1(1 − s1)/2 − κ2λ2

αq
2t1(1 − t1)/2] − 1}

+ βe2κO((κλ)2). (A.10)

The integrals over q in the second, third and fourth terms of (A.10) are computed, similarly
to that arising in (A.5), in terms of elementary functions which are afterwards expanded in
powers of κλ. Contributions of second and fourth terms with order βe2κO(κλ) cancel out,
so it remains

∫
D(ξ)IR(L) = βe2κ

2

[
1 −

√
π

8
√

2

∑

γ

κλαγ + O((κλ)2)

]
. (A.11)

A.4 Truncated Integrals of Powers of V

Quantum virial functions Q(±xαγ ) are defined [39] through a truncation similar to that
arising in 〈r|[exp(−βHαγ )]TMayer|r〉, where matrix elements of time-evolved operators Vαγ

and [Vαγ ]2 are replaced by βeαeγ /r and β2e4/r2 respectively, while [Vαγ ]3-term is omitted.
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Within such truncation, convergence at large distances is ensured by taking the limit R → ∞
of the corresponding spatial integral inside a sphere with radius R plus logarithmic counter
terms [39]. When partition functions Zexc(1,1), Z(2,0) and Z(0,2) are expressed in terms
of the Q’s and E’s, the integrals arising from Vαγ − eαeγ /r , V 2

αγ − e4/r2 and [Vαγ ]3 are
computed within previous methods applied to similar integrals of powers of φ. The sum of
contributions due to Vαγ − eαeγ /r vanishes by virtue of identity λ2

pp + λ2
ee − 2λ2

pe = 0. We
then find

1

8

[
Zexc(1,1) +

(
2m

mp

)3/2

Z(2,0) +
(

2m

me

)3/2

Z(0,2)

]

= 1

8π1/2

{
2Q(xpe) +

(
2m

mp

)3/2[
Q(−xpp) − 1

2
E(−xpp)

]

+
(

2m

me

)3/2[
Q(−xee) − 1

2
E(−xee)

]}

− 1

2
exp(−βEH) + β2e4

32λ3
pe

(2λpe + λpp + λee) + β3e6

24(2πλ2
pe)

3/2
(cp + ce)

+ β3e6

12(2π)1/2λ3
pe

ln(λppλee/λ
2
pe). (A.12)

In the r.h.s of (A.12), the first additional term to the linear combination of the Q’s and E’s
merely arises from the substraction of groundstate contribution in Zexc(1,1), while the last
one is due to the logarithmic counter terms introduced in the definitions of the Q’s.

A.5 Integral Mixing φ, IR and V

At lowest order, effects of atom polarization are entirely embedded in the integral

4z2

(2πλ2)3Λ

∫
dRdr

∫
D(ξ a)D(ξ 1)BT (a,1)

× [IR(Lp
a ) + IR(Le

1) − β(φ(Lp
a ,Le

1) − V (Lp
a ,Le

1))] (A.13)

where we set R = Ra and r = r1. Similarly to the case of bare integral (3.10), the pres-
ence of Boltzmann factor exp(−βV (Lp

a ,Le
1)) in BT (a,1) implies that leading contributions

in (A.13) arise from configurations where loop sizes are at most of order λ, while relative
proton-electron distance |r − R| is of order the extension aB of the atom groundstate. The
IR’s are then expanded with respect to small parameter κλ as above, while a similar expan-
sion is derived for (φ − V ) by starting from a convolution relation analogous to (2.40) and
by noting that κaB is also a small parameter. This provides

IR(Lp
a ) + IR(Le

1) − β(φ(Lp
a ,Le

1) − V (Lp
a ,Le

1))

= βe2κ2

4

∫ 1

0
ds

∫ 1

0
dt[2|r + λeξ 1(t) − R − λpξ a(s)| − λe|ξ 1(t) − ξ 1(s)|

− λp|ξ a(t) − ξ a(s)|] + βe2κO((κλ)2). (A.14)

In (A.14), terms proportional to βe2κ cancel out, as well as terms proportional to βe2κ2|r −
R| which do not depend on loop shapes.
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Using (A.14) in (A.13), the functional integrations over loop shapes can be rewritten in
terms of matrix elements of Gibbs operators. For instance, the integral associated with the
first term exp(−βV (Lp

a ,Le
1)) in truncated Mayer coefficient BT (a,1) can be rewritten as

2z2e2κ2

βΛ

∫
dRdrdR1dR2dr1dr2

×
∫ β

0
dτ1

∫ τ1

0
dτ2〈Rr| exp[−(β − τ1)H1,1]|R1r1〉

× 〈R1r1| exp[−(τ1 − τ2)H1,1]|R2r2〉〈R2r2| exp[−τ2H1,1]|Rr〉
× [2|r2 − R1| − |r2 − r1| − |R2 − R1|] (A.15)

discarding terms of order βe2κO((κλ)2). Next subtracted terms in BT (a,1) are rewritten
similarly to (A.15) where imaginary-time evolution operators are associated with purely
kinetic Hamiltonian H1,0 + H0,1. At low temperatures, such terms become exponentially
smaller than (A.15), the behavior of which is controlled by atomic groundstate contributions.
That behavior is determined by starting with decomposition H1,1 = −�2ΔR∗/(2M) + Hpe.
An eigenstate of H1,1 reduces then to the product of a plane wave exp(iK · R∗)/Λ1/2 for
position R∗ = (mpR + mer)/M of the atom mass center, times an internal wave function
ψp(r∗) for relative position r∗ = r−R, while its energy reads �2K2/(2M)+E

(p)

H . For bound
states, p → (n, l,m) where n is the usual quantum principal number (E(p)

H = EH /n2, 1 ≤ n),
l is the orbital number (0 ≤ l ≤ n − 1) and m is the azimuthal number −l ≤ m ≤ l (0 →
(1,0,0) denotes the ground state); for diffusive states, p → (k, l,m) where k parametrizes
the positive energy E

(p)

H = �2k2/(2m) while l and m are again the orbital and azimuthal
numbers with 0 ≤ l (the precise forms of the corresponding ψp’s are given in Ref. [42]
for instance). After changing proton and electron positions in favor of their mass center
and relative particle counterparts in (A.15), the matrix elements are evaluated by suitable
insertions of closure relation for the basis made with previous eigenstates. The resulting
integrals over τ1 and τ2 are readily performed for each set of involved eigenstates. According
to the scaling prescriptions defined in Sect. 3, integral (A.13) is then rewritten as (3.19) plus
terms which decay exponentially faster than ρ∗ exp(βEH), while screening function S3(1,1)

reads

S3(1,1) =
√

2(β|EH |)1/2

64π5
exp(−βEH)

{
4
∫

dKdQ
sinh(K · Q)

K · Q
exp(−(K2 + Q2)/2)

×
∫

dXdr∗
1dr∗

2 exp(−2iK · X)|ψ0(r∗
1)|2|ψ0(r∗

2)|2

×
[

2

∣∣∣∣

(
2β|EH |m

M

)1/2

X + me

M
r∗

1 + mp

M
r∗

2

∣∣∣∣

−
∣∣∣∣

(
2β|EH |m

M

)1/2

X − mp

M
r∗

1 + mp

M
r∗

2

∣∣∣∣

−
∣∣∣∣

(
2β|EH |m

M

)1/2

X + me

M
r∗

1 − me

M
r∗

2

∣∣∣∣

]
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+
∑

p �=0

∫
dKdQ

exp(−K2/2)

β(E
(p)

H − EH) + Q2/2 − K2/2

×
∫

dXdr∗
1dr∗

2 exp(i(K − Q) · X)

× ψ0(r
∗
1)ψ0(r∗

2)ψp(r∗
1)ψp(r∗

2)

[
2

∣∣∣∣

(
2β|EH |m

M

)1/2

X + me

M
r∗

1 + mp

M
r∗

2

∣∣∣∣

−
∣∣∣∣

(
2β|EH |m

M

)1/2

X − mp

M
r∗

1 + mp

M
r∗

2

∣∣∣∣

−
∣∣∣∣

(
2β|EH |m

M

)1/2

X + me

M
r∗

1 − me

M
r∗

2

∣∣∣∣

]}
. (A.16)

In (A.16), all integration variables are dimensionless, in particular r∗
i is expressed in units of

aB . Moreover, the sum over diffusive states must be understood as an integral over k from 0
to ∞ and a discrete sum over l and m. When β → ∞, S3(1,1) behaves as

S3(1,1) ∼ cat

8π3/2(β|EH |)1/2
exp(−βEH) (A.17)

with pure numerical constant

cat =
∑

p �=0

|EH |
E

(p)

H − EH

∫
dYdr∗

1dr∗
2

exp(−|Y|)
|Y| ψ0(r

∗
1)ψ0(r∗

2)ψp(r∗
1)ψp(r∗

2)

×
[

2

∣∣∣∣

(
m|EH |

M(E
(p)

H − EH )

)1/2

Y + me

M
r∗

1 + mp

M
r∗

2

−
∣∣∣∣

(
m|EH |

M(E
(p)

H − EH)

)1/2

Y − mp

M
r∗

1 + mp

M
r∗

2

∣∣∣∣

−
∣∣∣∣

(
m|EH |

M(E
(p)

H − EH)

)1/2

Y + me

M
r∗

1 − me

M
r∗

2

∣∣∣∣

]
. (A.18)

Notice that only the second term (
∑

p �=0 · · ·) in (A.16) contributes to asymptotic behavior
(A.17) (the first term provide contributions smaller by a factor ln(β|EH |)/(β|EH |) as a
consequence of the spherical symmetry of groundstate wavefunction ψ0(r∗) = ψ0(r

∗)). An
accurate simplified expression for cat can be derived by setting m/M = me/M = 0 and
mp/M = 1 in agreement with numerical value of ratio me/mp � 1/1850, i.e.

cat � −4π
∑

p �=0

|EH |
E

(p)

H − EH

∫
dr∗

1dr∗
2ψ0(r

∗
1)ψ0(r∗

2)ψp(r∗
1)ψp(r∗

2)|r∗
1 − r∗

2| (A.19)

which provides cat � 10.1.
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Appendix B: Low-Temperature Behavior of Few-Body Partition Functions

B.1 Behavior of Z(1,1)

Two-body proton-electron partition function Z(1,1) reads

Z(1,1) = 4
∫

dx〈x|[exp(−βHpe)]TMayer|x〉, (B.1)

where reduced Hamiltonian Hpe describes a single particle with mass m submitted to attrac-
tive Coulomb potential Vpe(x) = −e2/|x|. Here, for the sake of notational convenience, we
set x = r∗, while z will denote a complex number. The integral over x can be splitted into
two parts, |x| < βe2 and x > βe2, the contributions of which are determined as follows.

For |x| < βe2, truncated Mayer operator [exp(−βHpe)]TMayer is replaced by its definition
(3.14) in (B.1). The contribution of second term in (3.14), as well as those of next terms
involving imaginary-time evolutions of Vpe with kinetic Hamiltonian Kpe, are readily com-
puted in terms of elementary functions by exploiting the Gaussian nature of matrix elements
of exp(−βKpe). Such contributions are bounded by a power of β . The contribution of first
term in (3.14) is analyzed by introducing the Green function Ĝ(x,y; z) defined as the ma-
trix elements of resolvent (z + Hpe)

−1. That function is the solution of partial differential
equation

(
− �2

2m
Δx − e2

|x| + z

)
Ĝ(x,y; z) = δ(x − y), (B.2)

with suitable boundary conditions [36]. Its exact expression reads [36]

Ĝ(x,y; z) = mΓ (1 − iν)

2π�2|x − y| [Wiν,1/2(−ikd+)Ṁiν,1/2(−ikd−)

− Ẇiν,1/2(−ikd+)Miν,1/2(−ikd−)], (B.3)

with k = (−2mz/�2)1/2 (�(k) > 0), ν = 1/(kaB), d+ = |x| + |y| + |x − y| and d− =
|x| + |y| − |x − y|, while Γ (u) is the familiar gamma-function and Wiν,1/2(u), Miν,1/2(u)

are Whittaker functions [31] (Ẇiν,1/2(u) = ∂Wiν,1/2(u)/∂u, Ṁiν,1/2(u) = ∂Miν,1/2(u)/∂u).
Green function Ĝ(x,y; z) is analytical in z in the whole complex plane, except on the nega-
tive real axis (�(z) ≤ 0, �(z) = 0) which is a cut line, and also at z = zn = −EH /n2 (n ≥ 1)
which are simple poles (of course, such singularities are controlled by the spectrum of Hpe).
When x → y, Ĝ(x,y; z) diverges as m/(2π�2|x − y|), as shown by expanding Whittaker
functions for arguments close to −2ik|x|. That 1/|x − y|-behavior, is also displayed by free
Green function Ĝ0(x,y; z) = m exp(ik|x − y|)/(2π�2|x − y|), and it can be interpreted by
quoting that (B.2) reduces to Poisson equation for |x − y| small. It is convenient to define

Ĥ (x,y; z) = Ĝ(x,y; z) − Ĝ0(x,y; z) +
∫

drĜ0(x, r; z)Vpe(|r|)Ĝ0(r,y; z)

=
∫

dr1dr2Ĝ0(x, r1; z)Vpe(|r1|)Ĝ0(r1, r2; z)Vpe(|r2|)Ĝ(r2,y; z) (B.4)

where the second equality follows from a standard identity for interacting and free Green
functions. That function Ĥ (x,y; z) has the same analytical properties as Ĝ(x,y; z). Using

A-49



A. Alastuey et al.

above expansions of Whittaker functions, we find that Ĥ (x,x; z) reads

Ĥ (x,x; z) = −imkΓ (1 − iν)

2π�2

[
2Ẇiν,1/2Ṁiν,1/2 − Ẅiν,1/2Miν,1/2

− Wiν,1/2M̈iν,1/2

]
(−2ik|x|) − imk

2π�2

− m2e2

4π2�4

∫
dr

exp(2ik|x − r|)
r|x − r|2 . (B.5)

Notice that, contrarily to Ĝ − Ĝ0 which diverges as −2m2e2 ln(|k||x|)/(π�4) when x → 0,
Ĥ (x,x; z) remains finite at x = 0 thanks to the addition of the integral of Ĝ0VpeĜ0

in (B.4).
Since Ĝ(x,y; z) is nothing but the Laplace transform with respect to β of density matrix

〈x| exp(−βHpe)|y〉, the standard inversion formula provides

〈x| exp(−βHpe)|y〉 = 1

2iπ

∫

Dσ

dz exp(βz)Ĝ(x,y; z) (B.6)

where Dσ is any straight line parallel to imaginary axis and which cuts real axis at σ > −EH .
Inserting decomposition of Ĝ in terms of Ĝ0, Vpe and Ĥ into (B.6), we find that the contribu-
tion of terms involving Ĝ0 give raise to free density matrix 〈x| exp(−βKpe)|y〉 = exp(−|x−
y|2/(2λ2

pe))/(2πλ2
pe)

3/2. The resulting expression of 〈x| exp(−βHpe)|y〉 can be specified to
diagonal elements x = y because Ĥ (x,x; z) is finite. The integral of Ĥ (x,x; z) exp(βz)

along Dσ is then transformed by applying Cauchy’s theorem with contour Cσ,δ shown in
Fig. 13 (−EH/4 < δ < −EH ). Function Ĥ (x,x; z) exp(βz) is analytical inside Cσ,δ ex-
cept at z = z1 = −EH which is a simple pole with residue |ψ0(x)|2 exp(−βEH ). Moreover,
it satisfies Jordan’s lemma on the circular parts of Cσ,δ which connect Dδ to Dσ , so the
corresponding parts of the contour integral vanish when the radius is sent to infinity. This
provides

〈x| exp(−βHpe)|x〉

= |ψ0(x)|2 exp(−βEH) − 1

2iπ

∫

Dδ

dz exp(βz)Ĥ (x,x; z)

+ 1

(2πλ2
pe)

3/2

[
1 + βe2

|x|
∫ 1

0
dsΦ(|x|/(√2s(1 − s)λpe))

]
(B.7)

where Φ is the familiar Error function [31]. Last term in (B.7) is bounded by a power of β .
Along Dδ , index iν of Whittaker functions follows a closed curve in complex plane which
cuts real axis at non-strictly positive integers. At the same time, their argument u = −2ik|x|
remains inside sector −3π/8 < arg(u) < 3π/8. Consequently, |Ĥ (x,x; z)| remains bounded
by a constant when z runs along Dδ . The modulus of the corresponding integral in (B.7) is
then bounded by a power of β times exp(βδ). Taking into account above power-law bounds
for the contributions of truncated terms in [exp(−βHpe)]TMayer, and noting that ψ0(x) decays
exponentially fast for |x| > βe2, we eventually obtain

∫

|x|<βe2
dx〈x|[exp(−βHpe)]TMayer|x〉 = exp(−βEH), (B.8)
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Fig. 13 Path in complex plane

discarding additional terms which are exponentially smaller than exp(−βEH) when
β → ∞.

For |x| > βe2, it is convenient to use Feynman-Kac expression of 〈x|[exp(−β ×
Hpe)]TMayer|x〉. Within the variable change x = βe2v, the corresponding integral is rewritten
as

∫

|x|>βe2
dx〈x|[exp(−βHpe)]TMayer|x〉

= 1

(2π)3/2

(
βe2

λpe

)3 ∫

|v|>1
dv

∫
D(ξ)

×
[

exp

(∫ 1

0
ds

∣∣∣∣v + λpe

βe2
ξ(s)

∣∣∣∣
−1)

− 1 −
∫ 1

0
ds

∣∣∣∣v + λpe

βe2
ξ(s)

∣∣∣∣
−1

− 1

2

(∫ 1

0
ds

∣∣∣∣v + λpe

βe2
ξ(s)

∣∣∣∣
−1)2

− 1

6

(∫ 1

0
ds

∣∣∣∣v + λpe

βe2
ξ(s)

∣∣∣∣
−1)3]

. (B.9)

When β → ∞, ratio λpe/βe2 vanishes. Then, potential |v + λpe

βe2 ξ(s)|−1 can be merely re-
placed by |v| because the mean extension of ξ(s) is of order 1. The corresponding functional
integral over ξ(s) reduces to 1 by normalization of Wiener measure D(ξ), and the remaining
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integral over v is a pure number. Thus, the integral in the l.h.s. of (B.9) behaves as a power
of β , and it becomes exponentially smaller than (B.8) when β → ∞. This implies

Z(1,1) = 4 exp(−βEH) (B.10)

discarding terms which are exponentially smaller when β → ∞. Next corrections to that
leading behavior arising from excited atomic states, can be readily obtained within a similar
approach by adjusting the position δ between two successive poles, i.e. zn+1 < δ < zn with
n > 1.

B.2 Behavior of Z(1,2)

The low-temperature behavior of Z(1,2), which involves one proton and two electrons,
is determined by a straightforward extension of previous methods applied to Z(1,1). If an
exact expression of three-body Green function is not available, its main properties of interest
can be guessed, under rather weak assumptions, by exploiting relations and analogies with
its free counterpart, as well as known results on the spectrum of H1,2. Such properties appear
to be quite natural extensions of the exact behaviors observed in the two-body case.

Let R = (mpRa + mer1 + mer2)/MH− be the position of center of mass (MH− = mp +
2me), while x1 = (r1 − r2)/

√
2 and x2 = (mp/MH−)1/2(r1 + r2 − 2Ra)/

√
2 are the reduced

variables. After expressing H1,2 in terms of those variables, we find that three-body partition
function Z(1,2) can be rewritten as

Z(1,2) = 2
∫

dx1dx2{2〈x1x2| exp(−βH ∗
1,2)|x1x2〉

− 〈−x1x2| exp(−βH ∗
1,2)|x1x2〉 + · · ·} (B.11)

with reduced Hamiltonian

H ∗
1,2 = − �2

2me

Δx1 − �2

2me

Δx2 + e2

√
2|x1|

−
√

2e2

|x1 + (MH−/mp)1/2x2|

−
√

2e2

|x1 − (MH−/mp)1/2x2| . (B.12)

Off-diagonal matrix elements in the r.h.s. of (B.11) are associated with the exchange of
the electrons. First potential term in (B.12) describes Coulomb repulsion between those
electrons, while the second and third ones account for Coulomb attractions between the
proton and each electron. In the double integral involved in (B.11), we make a partition
of space integration into three domains Ω(i) (i = 0,1,2), such that i, and only i, sides of
triangle (0,x1,x2) are smaller than βe2 in Ω(i).

For x1,x2 inside Ω(2), we express matrix elements of exp(−βH ∗
1,2) as inverse Laplace

transforms of Green function Ĝ(x1,x2;y1,y2; z) solution of

(H ∗
1,2 + z)Ĝ(x1,x2;y1,y2; z) = δ(x1 − y1)δ(x2 − y2) (B.13)

with suitable boundary conditions. That Green function is analytical in z in the whole com-
plex plane, except on a part of real axis with �(z) < −EH− , while z1 = −EH− is a simple
(isolated) pole with residue ψ0(x1,x2)ψ0(y1,y2) (ψ0 is the groundstate wavefunction of
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H ∗
1,2 with energy EH− ). For a given z not close to its singularities, Ĝ(x1,x2;y1,y2; z) dis-

plays a position-dependence analogous to that of free Green function Ĝ0(x1,x2;y1,y2; z)
solution of Helmholtz equation in six dimensions. In particular, for xi close to yi , potential
terms in (B.13) can be omitted and Ĝ(x1,x2;y1,y2; z) also diverges as 1/[(x1 −y1)

2 + (x2 −
y2)

2]2, i.e. the Coulomb potential in six dimensions. In order to handle such divergences for
diagonal matrix elements, we consider identity

Ĝ(x1,x2;y1,y2; z)
= Ĝ0(x1,x2;y1,y2; z)

−
∫

dr1dr2Ĝ0(x1,x2; r1, r2; z)V ∗
1,2(r1, r2)Ĝ(r1, r2;y1,y2; z) (B.14)

where V ∗
1,2 is the potential part of H ∗

1,2. Successive iterations of formula (B.14) gen-
erate the perturbative expansion of Ĝ(x1,x2;y1,y2; z) in powers of V ∗

1,2. We define
Ĥ (x1,x2;y1,y2; z) as Ĝ(x1,x2;y1,y2; z) minus the first six terms (up to order (V ∗

1,2)
5 in-

cluded) of that expansion. Similarly to (B.4), Ĥ has the same analytical properties as Ĝ,
while Ĥ (x1,x2;x1,x2; z) is now finite. After inserting the expression of Ĝ in terms of Ĝ0,
V ∗

1,2 and Ĥ into the inversion formula for diagonal matrix element of exp(−βH ∗
1,2), we

find that terms built with Ĝ0 and V ∗
1,2 are bounded by powers of β . For dealing with the

contribution of Ĥ , we introduce a closed contour Cσ,δ in complex plane similar to that
shown in Fig. 13, with z2 < δ < z1 and −z2 the first singularity of Ĥ below z1. Along
that contour, z stays at a finite distance at any singularity of Ĥ . Also, for |z| large, in
the expression of Ĥ as a spatial integral of Ĝ0V

∗
1,2Ĝ0 · · ·V ∗

1,2Ĝ (similar to that involved
in (B.4)), Ĝ can be replaced by Ĝ0. Therefore, Ĥ goes to zero as a power of k, as shown
by variable changes ri → |k|ri (integrals over the ri ’s do converge thanks to exponen-
tially decaying factors exp(ik|ri − rj |) arising from the Ĝ0’s). Hence, we conclude that
|Ĥ (x1,x2;x1,x2; z)| remains bounded along Dδ , while Jordan’s lemma applies to the inte-
gral of Ĥ (x1,x2;x1,x2; z) exp(βz) upon the circular parts of Cσ,δ . This provides

2〈x1x2| exp(−βH ∗
1,2)|x1x2〉 = 2|ψ0(x1,x2)|2 exp(−βEH−) (B.15)

discarding terms which are exponentially smaller. Within similar methods, we can also es-
timate the off-diagonal matrix element 〈−x1x2| exp(−βH ∗

1,2)|x1x2〉. Contributions of terms
involving Ĝ0’s and V ∗

1,2’s are readily bounded by powers of β by rescaling positions in units
of λe . Contribution of Ĥ is treated as above since Ĥ (−x1,x2;x1,x2; z) is bounded along
Dδ and decays sufficiently fast for |z| large. After using ψ0(−x1,x2) = ψ0(x1,x2) (H ∗

1,2 is
invariant under transformation x1 → −x1 at fixed x2), we find

〈−x1x2| exp(−βH ∗
1,2)|x1x2〉 = |ψ0(x1,x2)|2 exp(−βEH−), (B.16)

discarding terms which are exponentially smaller. Next terms · · · in the r.h.s. of (B.11),
which arise from truncation in [exp(−βH1,2)]TMayer, can be also estimated by similar tech-
niques. For instance, term

∫ β

0
dτ exp[−(β − τ)(H1,1 + H0,1)]Vat,e exp[−τ(H1,1 + H0,1)] (B.17)
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provides a contribution which can be rewritten as the inverse Laplace transform of

∫
dy1dy2〈x1x2|(z + H ∗

pe,e)
−1|y1y2〉Vat,e(y1,y2)〈y1y2|(z + H ∗

pe,e)
−1|x1x2〉 (B.18)

with

H ∗
pe,e = − �2

2me

Δx1 − �2

2me

Δx2 −
√

2e2

|x1 + (MH−/mp)1/2x2| (B.19)

and

Vat,e(x1,x2) = e2

√
2|x1|

−
√

2e2

|x1 − (MH−/mp)1/2x2| . (B.20)

Green function defined as matrix elements of (z + H ∗
pe,e)

−1, is analytical with respect to z

in the whole complex plane, except on part �(z) ≤ −EH of the real axis. In the Laplace
inversion formula, we introduce a contour analogous to that of Fig. 13 with δ > −EH . We
also define a regular part of 〈x1x2|(z+H ∗

pe,e)
−1|y1y2〉 which remains finite at xi = yi . When

z follows Dδ , �(k) remains larger than a given positive constant, so previous regular part
is bounded by an exponentially decaying function of [(x1 − y1)

2 + (x2 − y2)
2]1/2 (for large

separations of the arguments, Coulomb potential terms vanish so Green functions behave
as their free counterparts which decay exponentially on a scale (�(k))−1). This implies that
(B.18) remains bounded by a constant along Dδ . Contribution of (B.17) is then found to be
bounded by a power of β times exp(βδ), with δ arbitrarily close to −EH . Since −EH <

−EH− , that contribution is exponentially smaller than (B.15) and (B.16). Contributions of
all the other truncated terms in [exp(−βH1,2)]TMayer behave similarly because groundstate
energies of Hamiltonians (H1,0 + H0,2) and (H1,0 + H0,1 + H0,1) (which both vanish) are
strictly larger than EH− . Since volume of Ω(2) is bounded by a constant times (βe2)6 on
one hand, while ψ0(x1,x2) decays exponentially fast for |xi | large on another hand, we
eventually obtain

∫

Ω(2)

dx1dx2{2〈x1x2| exp(−βH ∗
1,2)|x1x2〉 − 〈−x1x2| exp(−βH ∗

1,2)|x1x2〉 + · · ·}

= exp(−βEH−) (B.21)

discarding terms which are exponentially smaller.
For x1,x2 inside Ω(1), two of three distances |x1|, |x1 − x2|, |x2| are larger than βe2. For

instance, we may have both |x1| and |x1 −x2| larger than βe2, while |x2| is smaller than βe2.
For such configurations, both distances |x1| and |x1 − (MH−/mp)1/2x2| are larger than βe2.

In the Feynman-Kac formula for 〈x1x2| exp(−βH ∗
1,2)|x1x2〉, potentials

∫ 1
0 dse2/

√
2|x1 +

λeξ 1(s)| and − ∫ 1
0 ds

√
2e2/|x1 + λeξ 1(s) − (MH−/mp)1/2(x2 + λeξ 2(s))| can then be re-

placed by their classical counterparts e2/
√

2|x1| and −√
2e2/|x1 − (MH−/mp)1/2x2| re-

spectively, because λe/βe2 goes to zero when β diverges. Thus, 〈x1x2| exp(−βH ∗
1,2)|x1x2〉

behaves as

〈x1x2| exp(−βH ∗
pe,e)|x1x2〉 exp(−βVat,e(x1,x2)) (B.22)

at leading order, where H ∗
pe,e and Vat,e(x1,x2) are given by (B.19) and (B.20) respectively.

A similar estimation holds for truncated terms in [exp(−βH1,2)]TMayer built with powers of
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Vat,e , so the corresponding full contribution integrated upon considered configurations be-
haves as

2
∫

|x1|,|x1−x2|>βe2,|x2|<βe2
dx1dx2〈x1x2| exp(−βH ∗

pe,e)|x1x2〉

×
[

exp(−βVat,e(x1,x2)) + βVat,e(x1,x2) − 1

2
(βVat,e(x1,x2))

2

+ 1

6
(βVat,e(x1,x2))

3

]
. (B.23)

According to above properties of Green functions, 〈x1x2| exp(−βH ∗
pe,e)|x1x2〉 is bounded

by some power of β times exp(βδ) with −EH < δ < −EH− . Therefore, integral (B.23) is
also bounded by a power of β times exp(βδ), because purely classical integral

∫

|x1|,|x1−x2|>βe2,|x2|<βe2
dx1dx2

[
exp(−βVat,e(x1,x2)) + βVat,e(x1,x2)

− 1

2
(βVat,e(x1,x2))

2 + 1

6
(βVat,e(x1,x2))

3

]
(B.24)

is proportional to (βe2)6 as shown by rescaling xi in units of βe2. A similar analysis ap-
plies to the contributions of the other terms in [exp(−βH1,2)]TMayer. When off-diagonal
matrix elements are involved, we use bounds inferred from properties of Green func-
tions, which decay exponentially fast with respect to relative distances between differ-
ent arguments. For instance, |〈−x1x2| exp(−βH ∗

1,2)|x1x2〉| is bounded by a constant times
exp(−βEH−) exp(−c|x1|/aB) with c > 0, so

−
∫

|x1|,|x1−x2|>βe2,|x2|<βe2
dx1dx2〈−x1x2| exp(−βH ∗

1,2)|x1x2〉 (B.25)

decays exponentially faster than exp(−βEH−). Previous analysis can be also repeated
for the other configurations belonging to Ω(1), i.e. {|x2|, |x1 − x2| > βe2, |x1| < βe2} and
{|x1|, |x2| > βe2, |x1 − x2| < βe2}. We eventually find that

∫

Ω(1)

dx1dx2{2〈x1x2| exp(−βH ∗
1,2)|x1x2〉 − 〈−x1x2| exp(−βH ∗

1,2)|x1x2〉 + · · ·} (B.26)

decays exponentially faster than exp(−βEH−).
For x1,x2 inside Ω(0), all distances |x1|, |x1 − x2|, and |x2| are larger than βe2. For

diagonal matrix elements, potential parts can be treated classically at leading order, as im-
mediately seen from Feynman-Kac formula by noting that λe/βe2 vanishes. Such matrix
elements then behave as their free counterparts times classical Boltzmann factors. The cor-
responding full contribution integrated upon Ω(0) is shown to be proportional to (βe2/λe)

6,
as shown by variable changes xi = βe2vi . The contribution of remaining terms with off-
diagonal matrix elements decays exponentially faster than exp(−βEH−), thanks to the ex-
istence of bounds which are proportional to exp(−βEH−) and decay exponentially fast for
large separations (over a finite length scale proportional to aB ). Thus, and like (B.26), con-
tribution of Ω(0) to Z(1,2) also decays exponentially faster than exp(−βEH−), so we even-
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tually obtain

Z(1,2) = 2 exp(−βEH−) (B.27)

discarding terms which are exponentially smaller when β → ∞.

B.3 Behaviors of Z(2,1), Z(2,2), . . .

The low-temperature behaviors of Z(2,1) and Z(2,2) can be also determined by previous
methods introduced for studying Z(1,1) and Z(1,2). Again, analytic properties of Green
functions associated with resolvents (z + H ∗

2,1)
−1 and (z + H ∗

2,2)
−1 play a crucial role in the

derivations. Such functions are analytical in the whole complex plane, except on a part of
real axis with �(z) < −EH+

2
or �(z) < −EH2 , while z1 = −EH− or z1 = −EH2 is a simple

(isolated) pole. Along integration contours analogous to that described in Fig. 13, they can
be bounded as above, within quite plausible arguments based on the properties of their free
counterparts, solutions of Helmholtz equation in six or nine dimensions. Integration space
upon reduced positions is splitted into several parts according to the values of relative dis-
tances compared to βe2. The parts inside which all relative distances are smaller than βe2,
provide the leading contributions, i.e.

Z(2,1) = 2 exp(−βEH+
2
) (B.28)

and

Z(2,2) = exp(−βEH2) (B.29)

discarding terms which are exponentially smaller when β → ∞.
The analysis can be applied to any partition function Z(Np,Ne). However, when the

infimum of reduced Hamiltonian H ∗
Np,Ne

is not separated from the rest of the spectrum (i.e. in
the corresponding groundstate, the Np protons and the Ne electrons are not binded together),
the first singularity (with the largest real part) z1 = −E

(0)
Np,Ne

of Green function associated

with (z + H ∗
Np,Ne

)−1, is a branching point which is not isolated from other singularities.
Then, contour Cσ,δ cuts real axis at δ > z1, so the previous methods show that |Z(Np,Ne)|
is bounded by a power of β times exp(βδ). A more detailed analysis of the behavior of Green
function for z close to z1 is then required for determining the precise leading behavior of
Z(Np,Ne). Nevertheless, since previous bound is valid for δ arbitrarily close to z1, it is quite
reasonable to assume that Z(Np,Ne) then behaves as a power of β times exp(−βE

(0)
Np,Ne

)

(such a behavior is indeed observed for Z(2,0) with E
(0)

2,0 = 0).

Appendix C: Leading Contributions of Interactions between Atoms and Ionized
Charges

C.1 Expression of W(1,1|1,1)

The low-temperature behavior of bare contributions of Figs. 8b and 8c, is determined along
similar lines as that of polarization contribution (A.13). The integrals of interest are again
expressed in terms of the atom mass centers and of the reduced variables. Matrix elements
are also evaluated via insertions of the closure relation for a suitable basis. Each eigenstate
in that basis, is the product of plane waves describing mass center motions, times atomic
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internal wavefunctions. The resulting integrals over times τi are readily performed for each
set of involved eigenstates. According to the scaling prescriptions defined in Sect. 3, full
bare contribution of Figs. 8b and 8c is then rewritten as (3.41) plus terms which decay expo-
nentially faster than ρ∗ exp(βEH). Like Z(1,1) or S3(1,1), function W(1,1|1,1) is deter-
mined by atomic groundstate contributions, and further contributions of excited states might
be bounded by methods similar to that exposed in Appendix B:. Similarly to expression
(A.16) for S3(1,1), W(1,1|1,1) reduces to the product exp(−2βEH) of atomic groundstate
Boltzmann factors, times a function of β|EH | which remains bounded by a power law at
low temperatures. Its asymptotic form when β → ∞ is given by (3.42), where cat,at is the
pure numerical coefficient

cat,at = 2

π

{
M

m

∫
dK

|D(at,at)

00,00 (K)|2
K6

+
∑

(p1,p2)�=(0,0)

∫
dK

2|EH |
(E

(p1)

H + E
(p2)

H − 2EH + �2K2/(Ma2
B))

|D(at,at)

0p1,0p2
(K)|2

K4

}

× −1

π3

{(
M

m

)2 ∫
dKdQ

D
(at,at)

00,00 (K)D
(at,at)

00,00 (Q − K)D
(at,at)

00,00 (−Q)

K4Q4|K − Q|2

+
∑

(p1,p2,p3,p4)�=(0,0,0,0)

∫
dKdQ

2|EH |
(E

(p1)

H + E
(p2)

H − 2EH + �2K2/(Ma2
B))

× 2|EH |
(E

(p3)

H + E
(p4)

H − 2EH + �2Q2/(Ma2
B))

× D
(at,at)

0p1,0p2
(K)D(at,at)

p1p3,p2p4
(Q − K)D

(at,at)

p30,p40(−Q)

K2Q2|K − Q|2
}
. (C.1)

In (C.1), K and Q are dimensionless (units a−1
B ) wavenumbers, while function D

(at,at)

0p1,0p2
(K)

reduces to

D
(at,at)

0p1,0p2
(K) = 〈ψ0| exp

(
−i

m

me

K · r∗
)

|ψp1〉〈ψ0| exp

(
i

m

me

K · r∗
)

|ψp2〉

+ 〈ψ0| exp

(
i

m

mp

K · r∗
)

|ψp1〉〈ψ0| exp

(
−i

m

mp

K · r∗
)

|ψp2〉

− 〈ψ0| exp

(
−i

m

me

K · r∗
)

|ψp1〉〈ψ0| exp

(
−i

m

mp

K · r∗
)

|ψp2〉

− 〈ψ0| exp

(
i

m

mp

K · r∗
)

|ψp1〉〈ψ0| exp

(
i

m

me

K · r∗
)

|ψp2〉. (C.2)

C.2 Expressions of W(1,1|1,0) and W(1,1|0,1)

A straightforward extension of previous methods provides the low-temperature behaviors
of bare contributions of Figs. 9a–f. Using again the scaling prescriptions defined in Sect. 3,
the corresponding full bare contribution is then rewritten as (3.45) plus terms which decay
exponentially faster than ρ∗ exp(βEH). Functions W(1,1|1,0) and W(1,1|0,1) are also de-
termined by atomic groundstate contributions. They behave as exp(−βEH) times functions
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of β|EH | which remain bounded by power laws. Their asymptotic forms when β → ∞ are
given by 3.46, where pure numerical constants reduce to

c
(2)
at,α = 2

π

{
2mαM

m(mα + M)

∫
dK

|D(at,α)

00 (K)|2
K6

+
∑

p1 �=0

∫
dK

2|EH |
(E

(p1)

H − EH + �2K2/(2Ma2
B) + �2K2/(2mαa

2
B))

|D(at,α)

0p1
(K)|2

K4

}

× −1

π3

{(
2mαM

m(mα + M)

)2 ∫
dKdQ

D
(at,α)

00 (K)D
(at,α)

00 (Q − K)D
(at,α)

00 (−Q)

K4Q4|K − Q|2

+
∑

(p1,p2)�=(0,0)

dKdQ
2|EH |

(E
(p1)

H − EH + �2K2/(2Ma2
B) + �2K2/(2mαa

2
B))

× 2|EH |
(E

(p2)

H − EH + �2Q2/(2Ma2
B) + �2Q2/(2mαa

2
B))

× D
(at,α)

0p1
(K)D(at,α)

p1p2
(Q − K)D

(at,α)

p20 (−Q)

K2Q2|K − Q|2
}
, (C.3)

with

D
(at,p)

0p1
(K) = −D

(at,e)

0p1
(K)

= 〈ψ0| exp

(
−i

m

me

K · r∗
)

|ψp1〉 − 〈ψ0| exp

(
i

m

mp

K · r∗
)

|ψp1〉. (C.4)
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We compute thermodynamical properties of a low-density hydrogen gas within the physical picture, in which the
system is described as a quantum electron-proton plasma interacting via the Coulomb potential. Our calculations
are done using the exact scaled low-temperature (SLT) expansion, which provides a rigorous extension of the
well-known virial expansion—valid in the fully ionized phase—into the Saha regime where the system is partially
or fully recombined into hydrogen atoms. After recalling the SLT expansion of the pressure [A. Alastuey et al.,
J. Stat. Phys. 130, 1119 (2008)], we obtain the SLT expansions of the chemical potential and of the internal
energy, up to order exp(−|EH|/kT ) included (EH � −13.6 eV). Those truncated expansions describe the first
five nonideal corrections to the ideal Saha law. They account exactly, up to the considered order, for all effects
of interactions and thermal excitations, including the formation of bound states (atom H, ions H− and H2

+,
molecule H2, . . .) and atom-charge and atom-atom interactions. Among the five leading corrections, three are
easy to evaluate, while the remaining ones involve well-defined internal partition functions for the molecule
H2 and ions H− and H2

+, for which no closed-form analytical formula exist currently. We provide accurate
low-temperature approximations for those partition functions by using known values of rotational and vibrational
energies. We compare then the predictions of the SLT expansion, for the pressure and the internal energy, with,
on the one hand, the equation-of-state tables obtained within the opacity program at Livermore (OPAL) and, on
the other hand, data of path integral quantum Monte Carlo (PIMC) simulations. In general, a good agreement
is found. At low densities, the simple analytical SLT formulas reproduce the values of the OPAL tables up to
the last digit in a large range of temperatures, while at higher densities (ρ ∼ 10−2 g/cm3), some discrepancies
among the SLT, OPAL, and PIMC results are observed.

DOI: 10.1103/PhysRevE.86.066402 PACS number(s): 52.25.Kn, 67.10.Fj

I. INTRODUCTION

As the lightest and most simple element, hydrogen is
important both theoretically and for practical applications. It is
also the most abundant element in the universe, and a precise
knowledge of its thermodynamical properties is needed by as-
trophysicists over a wide range of pressures and temperatures.
In that context, the derivation of accurate tables for thermody-
namical functions is quite useful. This motivated the celebrated
opacity program at Livermore (OPAL), which, in addition,
provides tabulations of the opacity as a function of temperature
and density, a key ingredient for astrophysical diagnosis.

The OPAL equation-of-state tables [1] have been derived
from the activity expansion (ACTEX) method, first introduced
in Ref. [2] and implemented through successive papers [3].
That approach is built within the physical picture, where
hydrogen is described in terms of a quantum plasma made
with protons and electrons interacting via the 1/r Coulomb
potential. For a given set of thermodynamical parameters,
one proceeds to suitable estimations of the expected relevant
contributions in the activity expansions determined by simple
physical arguments. This allows one to account for complex
phenomena arising from the formation of chemical species and
their interactions. The resulting OPAL tables are very reason-
ably accurate over a wide range of temperatures and densities,
as checked through comparisons to quantum Monte Carlo
simulations [4] and to high-pressure shock experiments [5].

Aside from the OPAL tables, exact asymptotic expansions
can be used to provide reliable numerical data. It turns out that
such an expansion, the so-called scaled low-temperature (SLT)
expansion, has been recently derived in the Saha regime [6],
where hydrogen reduces to a dilute partially ionized atomic
gas. That regime is of particular astrophysical interest since it
is observed, for instance, in the Sun interior. The main purpose
of that paper is to derive, from the SLT expansion, simple and
very precise estimations of the contributions of all the mech-
anisms at work in the Saha regime to any thermodynamical
function. Our calculations avoid approximations introduced
in the ACTEX approach, and they are written in terms of
tractable analytic formulas which are quite easy to handle
for determining the quantities of interest at any temperature
and any density. No interpolation has to be performed as in
other purely numerical tables like OPAL. The corresponding
high-accuracy and thermodynamically consistent calculations
should be quite useful for various applications, in particular
the interpretation of recent seismology measurements in the
Sun [7].

In the physical picture, the equation of state is studied by ap-
plying methods of quantum statistical mechanics to Coulombic
matter. Various analytical methods have been developed for
this purpose, such as effective potential methods [8–11],
many-body perturbation theory [12,13], and Mayer diagrams
in the polymer representation of the quantum system [14–16].
Numerical techniques have also been elaborated, in particular,

066402-11539-3755/2012/86(6)/066402(20) ©2012 American Physical Society

A-61



A. ALASTUEY AND V. BALLENEGGER PHYSICAL REVIEW E 86, 066402 (2012)

density functional theory molecular dynamics [17–19] and
path-integral Monte Carlo (PIMC) simulations [20]. In the
present work, we use a suitable extension [21]—needed for
dealing with a partially recombined phase—of the quantum
Mayer diagrams method introduced previously to derive in
particular the virial expansion of the equation of state up
to order ρ5/2 in the density, both in the absence [14,22,23]
and presence [24] of a magnetic field. This framework avoids
the problems associated with the more widely used chemical
approach [25–29] in which bound states (atoms H, molecules
H2, ions H−, H2

+, . . .) are treated as preformed constituents
that are assumed to interact via some given effective potentials
[30,31] with the ionized charges and between themselves.
The SLT expansion [6] solves the difficult problem of dealing
consistently and exactly with screening and bound states in the
Saha regime within the physical picture. Effect of atom-atom
interactions and screened interactions between ionized charges
and atoms appear, for instance, in our calculations, without
introducing any intermediate modelization, as a consequence
of the basic Coulombic interactions between the electrons and
protons. They are embedded in functions h2(β) and h4(β)
defined in Sec. II D. In the SLT expansion, the internal partition
functions of all bound entities are finite thanks to a systematic
account of collective screening effects. That expansion exhibits
no missing term, nor double counting, for instance, between
contributions associated to a hydrogen molecule or to two
hydrogen atoms, despite the atoms may form a molecule at
short distances.

The Saha regime corresponds to low-temperature and
sufficiently low densities, so the most abundant chemical
species are ionized protons, ionized electrons, and hydrogen
atoms in their ground state. The corresponding thermal
ionization equilibrium H � e + p is well described in first
approximation by the mass-action law for ideal mixtures [32]

ρ id
at

ρ id
p ρ id

e

=
(

2πh̄2β

m

)3/2

e−βEH , (1)

which relates the number density ρ id
at of hydrogen atoms in

their ground state with energy EH = −me4/(2h̄2) � −13.6 eV
to the number densities ρ id

p and ρ id
e of ionized protons and

electrons with ρ id
p = ρ id

e because of charge neutrality. In
ionization equation (1), β is the inverse temperature, while
mp and me are the proton and electron masses, and m =
mpme/(mp + me) is the mass of the reduced particle. All
ideal densities can be computed in terms of the sole total
electron or proton density ρ = ρ id

e + ρ id
at = ρ id

p + ρ id
at and of

the temperature-dependent density

ρ∗ = exp(βEH)

2
(
2πλ2

pe

)3/2 with λpe = (βh̄2/m)1/2, (2)

which naturally emerges in ionization equation (1). The
resulting Saha equation of state (EOS) follows from adding
the partial pressures of the three ideal gases in the mixture,
and it reads

βPSaha = ρ + ρ∗[
√

1 + 2ρ/ρ∗ − 1] . (3)

Temperature-dependent density ρ∗ controls the crossover
between full ionization and full recombination, as illustrated
by the respective behaviors βPSaha ∼ 2ρ for ρ � ρ∗ and

βPSaha ∼ ρ for ρ � ρ∗. As recalled in Sec. II, within the
physical picture, the Saha predictions have been proved
to be asymptotically valid in a suitable scaling limit in
the grand-canonical ensemble [33], where temperature T is
decreased while chemical potentials μp and μe go to EH with
a linear dependence in T . The corresponding density decreases
exponentially fast with T , in order to keep the same energy-
entropy balance and, hence, the same ionization degree. The
identification of that scaling limit opened up the possibility to
construct systematic expansions beyond Saha theory [6]. The
structure of the corresponding SLT expansion of the density
in terms of the chemical potential is described in Sec. II. The
successive terms depend on temperature-dependent functions
hk(β) which decay exponentially fast when T → 0 with
increasing decay rates. Their physical content is discussed
in relation with the formation of chemical species, interaction,
and screening effects.

In Sec. III, starting from the SLT expansion of density and
using standard thermodynamical identities, we derive the SLT
expansions of chemical potential, pressure, and internal en-
ergy. By construction, all expressions are thermodynamically
consistent, and similar expressions for other thermodynamical
quantities can be easily derived along similar lines. In those
SLT expansions, beyond the leading terms given by Saha
theory, each correction reduces to an algebraic function of ratio
ρ/ρ∗ times a temperature-dependent function which decays
exponentially fast when T → 0. We give the expressions of all
corrections up to order exp(βEH) included. Such corrections
account for various phenomena such as plasma polarization,
thermal atomic excitations, shift of the atomic energy levels,
formation of hydrogen molecules H2 and ions H− and H2

+,
and interactions between ionized charges and atoms.

As usual for asymptotic expansions, and aside from the
question of convergence in a strict mathematical sense, the
truncation of SLT expansions can be reasonably expected to
provide reliable quantitative informations on thermodynamics.
Here, since the characteristic energy scale |EH| involved in
SLT expansions is rather large, the corresponding calculations
should be reliable up to temperatures of the order 104

K for which the condition kT � |EH| is indeed fulfilled.
Furthermore, we stress that, though the SLT expansion is built
by considering a low-density and low-temperature scaling,
it can provide actually accurate predictions in a rather large
range of densities and temperatures that cover the fully ionized,
partially ionized, and atomic phases of the hydrogen gas.
Indeed, the SLT expansion reduces by construction to the
standard virial expansion when ρ � ρ∗ at fixed T [6]. Thus,
the SLT formulas remain valid in the fully ionized regime
where one may have T > TRydberg = |EH|/k = 157 801 K,
as long as the density is not too high, namely the coupling
parameter � = βe2/a must remain small.

If we keep all corrections to Saha leading terms up to order
exp(βEH) included, as provided by the SLT formulas, the
knowledge of the first four functions h1(β), h2(β), h3(β),
and h4(β) is required. If functions h1(β) and h3(β) are
explicitly known in closed elementary forms and can be
calculated exactly at any temperature, no similar formulas
for functions h2(β) and h4(β) are available since analytical
results on the three- and four-body quantum problem are
very scarce. In Sec. IV, we propose simple approximations of
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those functions which account for their exact low-temperature
forms, on the one hand, and incorporate the usual reliable
descriptions of the spectra of ions H−, H2

+ and of molecule
H2, on the other hand. Those approximations are sufficient for
computing thermodynamical properties of a partially ionized
hydrogen gas for temperatures up to about 30 000 K. More
refined calculations of functions h2(β) and h4(β) would be
required at higher temperatures, in particular for state points
where recombination into hydrogen molecules or ions give a
significant contribution.

In Sec. V, within previous simple representations of the
hk(β)’s, we study the importance of the various nonideal
corrections to Saha pressure and internal energy along various
isotherms and isochores. The predictions of our analytical SLT
formulas are compared to the OPAL tables which, up to now,
are expected to provide the most reliable numerical data in the
considered regimes. A very good agreement is found at low
densities, for all temperatures, if one corrects the OPAL tables
by using the exact ground-state energy of the hydrogen atom
with the reduced mass m in place of me [34]. When the density
is increased, our predictions differ somewhat from those of
the OPAL tables. We compare also our predictions to data
of quantum Monte Carlo simulations [4]. These comparisons,
together with a simple semiempirical criterion, allow us to
determine the validity domain of the SLT expansion in the
temperature-density plane (see Fig. 12). Final comments and
possible extensions are given in Sec. VI.

II. THE SCALED LOW-TEMPERATURE EXPANSION

A. The Saha regime in the grand-canonical ensemble

Within the physical picture, a hydrogen gas is viewed as a
system of quantum point particles which are either protons or
electrons, interacting via the instantaneous Coulomb potential
v(r) = 1/r . Protons and electrons have respective charges,
masses, and spins, ep = e and ee = −e, mp and me, σp = σe =
1/2. In the present nonrelativistic limit, the corresponding
Hamiltonian for N = Np + Ne particles reads

HNp,Ne
= −

N∑
i=1

h̄2

2mαi

	i + 1

2

∑
i �=j

eαi
eαj

v(|xi − xj |), (4)

where αi = p,e is the species of the ith particle and 	i is
the Laplacian with respect to its position xi . The system
is enclosed in a box with volume 
, in contact with a
thermostat at temperature T and a reservoir of particles
that fixes the chemical potentials equal to μp and μe for
protons and electrons, respectively. Because the infinite system
maintains local neutrality ρp = ρe in any fluid phase, the bulk
equilibrium quantities depend in fact solely on the mean,

μ = (μp + μe)/2, (5)

while the difference ν = (μe − μp)/2 is not relevant, as
rigorously proved in Ref. [35]. Consequently, the common
particle density ρ = ρp = ρe depends only on T and μ.

In the present framework, the EOS (3) has been proved to
become exact in some limit introduced by Macris and Martin,
who extended Fefferman’s work on the atomic phase of the
hydrogen plasma [36] to a partially ionized phase [33]. In
that limit, the temperature T goes to zero while the average

chemical potential μ of protons and electrons approaches the
value EH with a definite slope [33]. More precisely, let γ be the
dimensionless parameter defined through the parametrization

μ = EH + kT {ln(γ ) + ln[(m/M)3/4/4]} (6)

with M = mp + me. The state of the system then is equiva-
lently defined by either the usual set (T ,μ) of thermodynamical
parameters in the grand-canonical ensemble or the set (T ,γ ),
since both sets are univocally related. As proved in Ref. [33],
in the limit T → 0 at fixed γ , density ρ and pressure P behave
as (c > 0)

ρ = (
ρ id

p + ρ id
at

)
[1 + O(e−cβ)] = (

ρ id
e + ρ id

at

)
[1 + O(e−cβ )]

(7)

and

βP = (
ρ id

p + ρ id
e + ρ id

at

)
[1 + O(e−cβ )], (8)

where ideal densities reduce to

ρ id
p = ρ id

e = ρ∗γ (9)

and

ρ id
at = ρ∗ γ 2

2
. (10)

Notice that ideal densities (9) and (10) do satisfy the Saha
ionization equation (1) for the total proton/electron density
ρ = ρ∗γ (1 + γ /2). Moreover, the leading contribution to
pressure in formula (8) indeed describes an ideal mixture
of free protons, free electrons, and hydrogen atoms in their
ground state, which can be rewritten in the form Eq. (3).
Thus, discarding exponentially vanishing terms embedded in
O(e−cβ ), Saha predictions are rigorously recovered in the
scaling limit of Macris and Martin T → 0 at fixed γ . The
parameter γ may be fixed at an arbitrary positive value;
it controls the density and also the ionization ratio since
ρ id

p /ρ = 1/(1 + γ /2). Contrary to the zero-temperature limit
at fixed chemical potential used in the atomic and molecular
limit theorem [15,36,37] (see also Ref. [38] for further physical
considerations around that limit), we consider γ fixed and a
chemical potential that varies as T → 0 according to Eq. (6) so
the e-p plasma tends in the limit T → 0 to a partially ionized
hydrogen gas with a well-defined ionization ratio.

The Saha regime corresponds to quite diluted conditions,
since the densities of ionized particles and of atoms vanish
exponentially fast when β → ∞, with a rate determined by
the ground-state energy of the hydrogen atom EH � −13.6 eV.
The low-temperature condition, namely kT � |EH|, ensures
that atoms can form, while they maintain their individuality
thanks to a � aB , where a = (3/(4πρ))1/3 is the mean
interparticle distance and aB = h̄2/(2me2) is the Bohr radius.
Because of the high dilution, the system is both weakly
coupled and weakly degenerate. In particular, the ionized
charges are almost classical, and the corresponding screening
length reduces to its Debye expression κ−1 = [4πβe2(ρ id

p +
ρ id

e )]−1/2.
According to the above rigorous derivation, corrections to

Saha theory decay exponentially fast in the scaled limit T → 0
at fixed γ . Nevertheless, they cannot be explicitly computed
within the corresponding mathematical techniques, so one has
to use different tools as described further.
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B. About the interplay between recombination and screening

In the Saha regime, in addition to atoms, recombination
processes lead to the formation of molecules H2, ions H− and
H2

+, and also more complex entities like H2
−, H3

+, H3, and so
on. A controlled analysis of the corresponding contributions is
the central problem for deriving systematic corrections to Saha
theory. The well-known difficulty lies in a suitable account of
the individual contribution of a single chemical species at
finite temperature, which is free from the divergences arising
from Rydberg states. In the literature, in general, that problem
has been tackled within phenomenological prescriptions, in
particular those leading to the so-called Brillouin-Planck-
Larkin formula for atomic contributions [39,40]. The physical
idea underlying that phenomenological approach is that the
divergent contributions of Rydberg states are in fact screened
by the free charges present in the system. Accordingly, the
estimation of contributions from recombined entities cannot
be disentangled from that of screened interactions between
ionized charges.

A systematic procedure for dealing simultaneously with
recombination and screening has been constructed through
the combination of path integral and diagrammatical methods
[21]. This provided some kind of cluster representation for
equilibrium quantities in the grand-canonical ensemble. In the
quite diluted Saha regime, the statistical weight of a given
cluster made with Np protons and Ne electrons involves the
cluster partition function

Z(Np,Ne) = 2πλ2
Np,Ne

lim

→∞

1



Tr[exp(−βHNp,Ne

)]TMayer,

(11)

which is a truncated trace of Gibbs operator exp(−βHNp,Ne
)

built with bare Coulomb Hamiltonians, while λNp,Ne
=

(βh̄2/[Npmp + Neme])1/2 is the thermal de Broglie wave-
length of the cluster. The trace in Eq. (11) converges despite
the long range of the Coulomb interaction, thanks to a sys-
tematic truncation procedure which accounts for the screening
by ionized charges [21]. Roughly speaking, that procedure
amounts to subtract and add counterterms to the genuine Gibbs
operators, which involve nontraceable operators built with the
Coulomb potential. The Gibbs operator and the subtracted
counterterms give rise to the finite partition function (11) which
depends only on T and no longer on γ . The added counterterms
are recombined together with other divergent contributions
via chain resummations, which ultimately provide finite
contributions involving the screening length κ−1 associated
with the ionized charges present in the medium.

Remarkably, the familiar chemical species naturally emerge
from cluster partition function Z(Np,Ne), which is intrinsic
to the considered cluster in the vacuum. A given chemical
species made with Np protons and Ne electrons is associated
with bound states of bare Hamiltonian HNp,Ne

. In the zero-
temperature limit, it provides the leading contribution to
Z(Np,Ne) which behaves as

exp
(−βE

(0)
Np,Ne

)
(12)

apart from possible integer degeneracy factors and where
E

(0)
Np,Ne

is the groundstate energy of Hamiltonian HNp,Ne
. At

finite temperatures, Z(Np,Ne) involves not only contributions

from thermally excited bound states but also contributions
from diffusive states describing the dissociation of the consid-
ered chemical species.

Cluster partition functions Z(Np,Ne) can be viewed as
generalizations of Ebeling virial coefficients [9] introduced
for dealing with contributions from two-particle clusters. The
contributions of interactions between chemical species can
be expressed also in terms of cluster functions similar to
Z(Np,Ne), so all contributions related to the formation of com-
plex entities are properly taken into account. We stress that, as
far as thermodynamical properties are concerned, only the full
contribution of Z(Np,Ne) and of its related screened countert-
erms makes an unambiguous sense. The considered formalism
[21] avoids both arbitrary and uncontrolled definitions of
internal partition functions for chemical species, which are
key ingredients in phenomenological chemical approaches.1

C. Systematic corrections to Saha theory

Within the combination of path integral and diagrammatical
methods evoked above [21], systematic corrections to Saha
theory have been explicitly computed in Ref. [6]. A pedagog-
ical summary of both rather long papers is given in Ref. [41].
Here, leaving aside the tedious technical details involved in
the derivation, we can guess and explain the mathematical
structure of the corresponding expansion through simple
arguments based on the considerations exposed just earlier.

In the so-called screened cluster representation of particle
density ρ [21], any contribution reduces to a graph made with
particle clusters connected by screened bonds. The statistical
weight of a cluster made with Np protons and Ne electrons, re-
duces to, roughly speaking, the product exp[β(Np + Ne)μ] of
the particle fugacity factors times the cluster partition function
Z(Np,Ne) and times some dressing factor which accounts for
collective polarization effects. The integration over the relative
distances between particle clusters generate powers of the
Debye screening wave number κ , while dressing factors can be
also expanded in powers of κ . Since exp(βμ) is proportional to
both γ and exp(−β|EH|), while κ is proportional to both γ 1/2

and exp(−β|EH|/2), any contribution reduces to some integer
or half-integer power of γ times a temperature-dependent
function. The low-temperature behavior of that function results
from the competition between factors varying exponentially
fast, namely positive powers of exp(−β|EH|) arising from
fugacity factors, positive or negative powers of exp(−β|EH|/2)
arising from screened interactions and polarization effects,
and exploding Boltzmann factors exp(−βE

(0)
Np,Ne

) arising from
the contribution of bound entities with ground-state energy

1Of course, one might express the trace defining Z(Np,Ne) over
the complete basis made with the eigenstates of HNp,Ne

. This would
provide a convergent infinite sum of bound-state contributions, which
might be identified as an internal partition function. Nevertheless,
extending the analysis carried out in Ref. [42], one can rewrite
Z(Np,Ne) as a finite contribution plus another truncated partition
function, which would ultimately provide a different internal part.
For instance, various atomic partition functions can be extracted from
Ebeling virial coefficient [42], including the famous Planck-Larkin-
Brillouin expression.
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E
(0)
Np,Ne

< 0 in cluster partition functions. In the Saha regime,
namely T → 0 with γ fixed, the order of a given contribution
is determined by subtle inequalities involving E

(0)
Np,Ne

and EH.
The leading contributions to density ρ are easily identified
as arising from graphs made with single clusters carrying
either one particle (one proton or one electron) or two
particles (one proton and one electron), and they are of order
exp(−β|EH|). All the other contributions decay exponentially
faster, in agreement with the rigorous estimation of order
O(e−cβ) for the full deviation to Saha theory. Accordingly, the
corresponding SLT expansion for the dimensionless density
ρ/ρ∗ takes the following mathematical form Ref. [6]:

ρ/ρ∗ = γ + γ 2

2
+

∞∑
k=1

γ nkhk(β). (13)

In Eq. (13), the leading first two terms are the ideal
contributions predicted by Saha theory, while the sum accounts
for the corrections. In each correction with order k, power
nk is integer or half-integer while γ nk may be multiplied
by logarithmic terms. Furthermore, function hk(β) decays
exponentially fast in the zero-temperature limit, hk(β) ∼
exp(−βδk) when β → ∞, except for possible multiplicative
powers of β. We stress that expansion (13) is not ordered
with respect to powers of γ , i.e., the nk’s do not necessarily
increase with k, but it is ordered with respect to increasing
decay rates, 0 < δ1 < δ2 < . . ., of functions hk(β). In other
words, instead of γ , which is kept fixed here, the small
parameter is built with the temperature which is sent to zero.
That small parameter may be identified with exp(−β|EH|),
so the leading low-temperature behavior of each correction of
order k reduces to some positive real power δk/|EH| of that
parameter. Notice that each function hk(β) does not reduce
to its leading low-temperature form in general, but it also
involves contributions which decay exponentially faster than
exp(−βδk).

The SLT expansion (13) provides an exact relationship be-
tween the density and the chemical potential [recall definition
(6) of γ ] that is very useful in the Saha regime because the
series converges then rapidly and can be safely truncated. We
comment on the mathematical form and the physical content
of the first four corrections hk(β) in the next subsection. It will
then be shown in Sec. III how Eq. (13) can be used to compute
explicitly in the Saha regime any thermodynamical quantity
as a function of the natural physical variables ρ and T .

D. First corrections and their physical content

The first four functions hk(β) as well as the corresponding
nk’s, k = 1,2,3,4, are explicitly computed in Ref. [6], where
it is also shown that all other hk’s with k � 5 decay faster
than exp(βEH), i.e., δk > |EH| for k � 5. Thus, if we truncate
expansion (13) up to order exp(βEH) included, it is consistent
to only retain contributions which are at most of that order in
the first four hk’s. In the following, we recall the corresponding
expressions and we discuss their physical content.

1. Term k = 1: plasma polarization around ionized charges

That correction arises from a single cluster with one proton
(electron) where dressing many-body effects on its statistical

weight are computed at leading order. This provides the
fugacity factor exp(βμ) multiplied by the Debye screening
factor κ . Accordingly, we find n1 = 1 + 1/2 = 3/2 and δ1 =
−(EH + EH/2 − EH) = |EH|/2, once ρ has been expressed
in units of temperature-dependent density ρ∗ ∼ exp(−β|EH|).
The precise form of function h1(β) reads

h1(β) = (β|EH|)3/4

π1/4
exp(βEH/2), (14)

since Z(1,0) = Z(0,1) = 2 for a single proton or
a single electron, for which no truncation occurs,
namely [exp(−βH1,0)]TMayer = exp(−βH1,0) and
[exp(−βH0,1)]TMayer = exp(−βH0,1).

The present correction accounts for the familiar polarization
of the plasma surrounding an ionized charge. In the literature,
that mechanism was taken into account for the first time in
Ref. [43] through a suitable modification of Saha ionization
equilibrium (1). We have checked that the corresponding
correction to Saha theory can be exactly recovered by keeping
only the first term k = 1 in the SLT expansion (13).

2. Term k = 2: formation of molecules and atom-atom
interactions

That correction arises from a single cluster made with two
protons and two electrons and from two interacting neutral
clusters where each of them is made with one proton and
one electron. At leading order, dressing collective effects
in statistical weights can be neglected, while screening of
interactions between neutral clusters can be also omitted
since the corresponding bare interactions are integrable. Then,
power n2 is merely determined by the product of four fugacity
factors exp(βμ), which provides n2 = 4. Function h2(β)
reduces to

h2(β) = 1

64

(
2m

M

)3/2

Z(2,2) exp(3βEH)

+W (1,1|1,1) exp(3βEH), (15)

where W (1,1|1,1) is a suitable trace analogous to expression
(11) which now involves two Gibbs operators exp(−βH1,1)
associated with two proton-electron pairs, as well as their
bare Coulomb interactions. Factors exp(3βEH) arise from the
product of the four fugacity factors exp(βμ) and the rewriting
of ρ in units of ρ∗. In the zero-temperature limit, the leading
contribution in expression (15) is that of the molecular ground
state in Z(2,2) with energy EH2 = E

(0)
2,2. Notice that, because of

inequality 3EH < EH2 < 2EH, function h2(β) indeed decays
exponentially fast with the rate δ2 = |3EH − EH2 | � 9.1 eV.
That inequality ensures that molecules H2 are very scarce in
the Saha regime compared to atoms H, despite that they are
more stable energetically, Moreover, δ2 is indeed larger than
δ1 = |EH|/2 � 6.8 eV.

Molecular contributions are embedded in Z(2,2), which
is indeed finite thanks to the truncation procedure inherited
from screening, as well as the short-range part of atom-atom
interactions. Long-range atom-atom interactions, including
familiar van der Waals interactions, appear in W (1,1|1,1).
Notice that the screened counterterms related to the truncations
involved here provide contributions to expansion (13) which
decay faster than exp(βEH), and they arise in terms with
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k � 5. We stress that both molecular formation and atom-atom
interactions are properly taken into account, without any a
priori modelizations like in usual chemical approaches. Here
the corresponding contributions are expressed in terms of the
associated few-body Coulomb Hamiltonians, and they natu-
rally emerge through the fundamental quantum mechanisms
at work. In particular, the quantum mechanical operators
involved in both Z(2,2) and W (1,1|1,1) automatically and
correctly take care of the unavoidable mixing between the
contributions from two interacting atoms, on the one hand,
and from a single molecule, on the other hand.

3. Term k = 3: atomic excitations and charge-charge interactions

That correction arises from single clusters made with either
one or two particles. Contributions of two-particle clusters
are controlled by the product of two fugacity factors exp(βμ)
and of two-body cluster partition functions Z(2,0), Z(0,2),
and Z(1,1), while contributions from the one-particle clusters
reduce to one fugacity factor exp(βμ) multiplied by a factor
κ2 which accounts for polarization effects beyond the Debye
mean-field result of order κ . This leads to n3 = 1 + 1 = 1 +
2 × 1/2 = 2 and

h3(β) = −1

2
+

[
1 + 1

12
ln

(
4m

M

)]
(β|EH|)3/2

π1/2
exp(βEH)

+ 1

8π1/2

{
2Q(xpe) +

(
2m

mp

)3/2

×
[
Q(−xpp) − 1

2
E(−xpp)

]
+

(
2m

me

)3/2

[Q(−xee)]

− 1

2
E(−xee)]

}
exp(βEH), (16)

where the two-particle partition functions, Z(2,0), Z(0,2)
and Z(1,1) have been rewritten in terms of Ebeling’s func-
tions Q(x) and E(x) [9] with xpe = 2(β|EH|)1/2, xpp =
(2mp/m)1/2(β|EH|)1/2, and xee = (2me/m)1/2(β|EH|)1/2. The
ground-state contribution has been extracted from Z(1,1) and
it provides the leading atomic contribution γ 2/2 in Eq. (13).
Consequently, the leading low-temperature behavior of h3(β)
arises from the contribution to Q(xpe) of the first excited
state of an atom H with energy EH/4, so δ3 reduces to
δ3 = −EH/4 + EH = −3EH/4. That decay rate δ3 � 10.2 eV
is indeed larger than δ2 � 9.1 eV.

The present correction involves contributions of the atomic
excited states, as well as of interactions between two ionized
charges. The screened long-range part of such interactions are
precisely the counterterms related to the truncations ensuring
the finiteness of Z(2,0), Z(0,2), and Z(1,1) or, equivalently,
of the Ebeling function Q.

4. Term k = 4: formation of ions and atom-charge interactions

That correction arises from single three-particle clusters, a
two-particle cluster interacting with a one-particle cluster, and
a single two-particle cluster dressed by many-body effects. All
contributions provide the same power n4 = 3 of γ , as resulting
from either the product of three fugacity factors exp(βμ) or

the product of two fugacity factors exp(βμ) times a factor κ2

arising from polarization effects, namely n4 = 1 + 1 + 1 =
1 + 1 + 2 × 1/2 = 3. The corresponding function h4(β) reads

h4(β) = 3

64

{[
me(M + mp)

M2

]3/2

Z(2,1) +
[
mp(M + me)

M2

]3/2

×Z(1,2)

}
exp(2βEH) + S3(1,1) exp(2βEH)

+ 3

2
[W (1,1|1,0) + W (1,1|0,1)] exp(2βEH). (17)

The leading low-temperature behavior of h4(β) arises from
the ground-state contribution of ion H2

+ in Z(2,1), so δ4 =
EH2

+ − 2EH � 11.0 eV, which is indeed larger than δ3 �
10.2 eV.

Several phenomena contribute to the present correction.
First, formation of ions H2

+ and H− are embedded in partition
functions Z(2,1) and Z(1,2), respectively. Second, contribu-
tions of bare interactions between an atom H and a single
ionized charge are described by the functions W (1,1|1,0)
and W (1,1|0,1). Third, the function S3(1,1) accounts for
modifications of the atomic ground state due to the polarization
of the surrounding plasma, beyond the familiar Debye shift.

III. THERMODYNAMICAL FUNCTIONS

A. Chemical potential as a function of density

In physical systems, the natural thermodynamical parame-
ters are the temperature and the density. Thus, it is quite useful
to invert the SLT expansion (13), namely to determine γ (ρ,T ).
Then, by using standard thermodynamical identities, we are
able to compute consistently all thermodynamical quantities
as functions of T and ρ. In the present low-temperature
limit, the inversion can be performed in a perturbative way
as follows. First, if we neglect all the exponentially small
corrections embedded in the hk’s, the density reduces to its
Saha expression,

ρ/ρ∗ = γ + γ 2

2
. (18)

The inversion of that relation, which amounts here to solving
a simple second-order equation for γ , gives

γSaha(ρ,T ) = γS(ξ ) =
√

1 + 2ξ − 1 with ξ = ρ/ρ∗, (19)

which is the leading form of γ (ρ,T ) in the Saha regime. The
inversion of the full relation (13) is then achieved by writing
γ (ρ,T ) = γSaha(ρ,T ) plus a small correction which is treated
perturbatively. This leads to

γ (ρ,T ) =
√

1 + 2ρ/ρ∗ − 1 +
∞∑

k=1

ak(ρ/ρ∗)gk(β), (20)

where ak depends only on ξ = ρ/ρ∗, while gk depends only
on temperature. The ak’s can be determined in terms of γS(ξ )
and of its derivatives with respect to ξ . Each gk reduces
to a polynomial in the hl’s with 1 � l � k. Thus, the gk’s
decay exponentially fast when β → ∞, and they are ordered
with respect to increasing decay rates. The first five terms in
Eq. (20) are
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a1 = − γ
3/2
S

1 + γS
; a2 = − γ 4

S

1 + γS
; a3 = − γ 2

S

1 + γS
;

(21)

a4 = − γ 3
S

1 + γS
; a5 = γ 2

S (2γS + 3)

2(1 + γS)3

g1 = h1; g2 = h2; g3 = h3; g4 = h4; g5 = h2
1,

(22)

where γS is given by the simple algebraic function (19) of
ρ/ρ∗. All gk’s with k � 6 decay exponentially faster than
exp(βEH ).

Similarly to SLT expansion (13), the small parameter in
series (20) is the temperature or, equivalently, the exponentially
small factor exp(−β|EH|). Now, the fixed parameter is the ratio
ξ = ρ/ρ∗ which can take arbitrary values. The corresponding
expansion of chemical potential μ straightforwardly follows
by inserting series (20) into relation (6). Other thermodynam-
ical functions can be expanded in a similar way by using
thermodynamical identities, as explained further for pressure
and internal energy.

B. Pressure

We start from the standard relation in the grand-canonical
ensemble which expresses the density as the derivative of the
pressure with respect to the fugacity z = exp(βμ). According
to the variable change defined through relation (6), that identity
can be rewritten as

ρ = γ

2

∂βP

∂γ
, (23)

where the partial derivative is taken at fixed β. Replacing ρ

by its SLT expansion (13) into the right-hand side of identity
(23), we easily obtain

βP/ρ∗ = 2γ + γ 2

2
+

∞∑
k=1

2γ nk

nk

hk(β), (24)

where we have that ρ∗ depends only on β, while βP/ρ∗
vanishes for infinite dilution, namely for γ = 0. Replacing
each factor γ by the SLT inverted series (20), we recast
expression (24) as the SLT expansion of the pressure at fixed
ratio ρ/ρ∗, namely

βP/ρ∗ = βPSaha/ρ
∗ +

∞∑
k=1

βPk/ρ
∗. (25)

The leading term is nothing but the well-known Saha pressure
(3) in units of ρ∗. The general structure of the kth correction
reads

βPk/ρ
∗ = bk(ρ/ρ∗)αk(β), (26)

where αk is a polynomial in the hl(β)’s with l � k. Therefore,
for a fixed ratio ρ/ρ∗, corrections βPk/ρ

∗ decay exponentially
fast when β → ∞, while the corresponding decay rates
increase with k. The functions [bk(ρ/ρ∗),αk(β)] involved in
the first five corrections read

b1 = γ
3/2
S (γS − 2)

3(1 + γS)
; b2 = −γ 4

S (γS + 3)

2(1 + γS)
; b3 = − γ 2

S

1 + γS
;

b4 = −γ 3
S (γS + 4)

3(1 + γS)
; b5 = γ 2

S (2 − γ 2
S )

2(1 + γS)3
(27)

α1 = h1; α2 = h2; α3 = h3; α4 = h4; α5 = h2
1,

(28)

while next correction βP6/ρ
∗ decays faster than exp(βEH).

C. Internal energy

In the grand-canonical ensemble and for a finite volume

, we set 〈N〉 = (〈N p〉 + 〈Ne〉)/2 for the average common
number of protons and electrons. We then define, in the
thermodynamic limit, the internal energy per particles pair u =
limT L U/〈N〉. Standard thermodynamical identities provide
the relation

u = ∂

∂β

(
2βμ − βP

ρ

)
, (29)

where the partial derivative with respect to β is taken at fixed
density ρ. Inserting into identity (29) the expression (6) of the
chemical potential in terms of γ and β, we find

u =
(

2 − βP

ρ

)
EH + 3P

2ρ
+ 2

∂

∂β
ln γ − ρ∗

ρ

∂

∂β

βP

ρ∗ , (30)

where we have also used

∂

∂β
ρ∗ = (EH − 3kT /2)ρ∗, (31)

inferred from definition (2) of ρ∗. The insertion of expansions
(20) and (25) of γ and βP/ρ∗ into relation (30) provide the
corresponding SLT expansion of u. The partial derivatives with
respect to β give rise to functions h′

k(β) = dhk/dβ, which
decay exponentially fast at low temperatures with the same
decay rates as the hk(β)’s. Moreover, since ρ∗ depends on β,
coefficients ak(ρ/ρ∗) and bk(ρ/ρ∗) also provide contributions
to the partial derivatives with respect to β at fixed ρ. After
straightforward algebraic calculations, we eventually obtain

u = uSaha +
∞∑

k=1

uk (32)

with

uSaha = (1 + γSξ
−1)3kT /2 + (1 − γSξ

−1)EH, (33)

and

u1 = −γ
1/2
S (1 + γS)−1[(1 + γSξ

−1)kT + 2(1 − γSξ
−1)EH]

×h1(β), (34)

u2 = −γ 4
S ξ−1h′

2(β)/2 + γ 3
S (1 + γS)−1(1 + γSξ

−1/2)

× (
EH − 3

2kT
)
h2(β), (35)

u3 = −γ 2
S ξ−1h′

3(β) + γ 2
S ξ−1(1 + γS)−1

(
EH − 3

2kT
)
h3(β),

u4 = −2γ 3
S ξ−1h′

4(β)/3 + 2(1 + γSξ
−1)γ 2

S (1 + γS)−1

× (
EH − 3

2kT
)
h4(β)/3, (37)

u5 = (1 + γS)−3
(
3ξ kT + γ 2

S (3γS + 4)(2 + γS)−1 EH
)

× [h1(β)]2. (38)

Expression (33) of Saha internal energy can be easily
interpreted as follows. Let x id

p = ρ id
p /ρ, x id

e = ρ id
e /ρ, and x id

at =
ρ id

at /ρ be the respective molar fractions of ionized protons,
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ionized electrons, and hydrogen atoms. We can rewrite formula
(33) as

uSaha = (
x id

p + x id
e

)
3kT /2 + x id

at (EH + 3kT /2), (39)

so each ionized charge does provide a classical kinetic
contribution 3kT /2, while each atom does provide the kinetic
contribution 3kT /2 associated with motion of its mass center
plus the ground-state energy EH, as it should. Notice that the
low-temperature behavior of corrections (35) and (37) can be
similarly interpreted in terms of the contributions of molecules
H2 and ions H−, H2

+ respectively.
Other equilibrium quantities can also be derived from

previous expansions via thermodynamical identities, like
the specific heats, or the isentropic compressibility which
determines the sound speed. Such derivations are, of course,
consistent within the general framework of thermodynamics:
A given quantity can be computed following different routes
which all lead to the same expression.

IV. REPRESENTATIONS OF
TEMPERATURE-DEPENDENT FUNCTIONS

For practical applications of SLT expansions, we need
simple representations of functions hk(β) at finite tem-
peratures. Though asymptotic low-temperature behaviors of
such functions are exactly known for k = 1,2,3,4, explicit
analytic expressions at finite temperature are available only
for h1(β) and h3(β), thanks to our exact knowledge of
the whole spectrum of two-body Coulomb Hamiltonians
(see Sec. IV A). For functions h2(β) and h4(β), we construct
simple approximations which are expected to be sufficiently
accurate for temperatures up to 30 000 K (see Sec. IV B).
Eventually, we provide the corresponding numerical tables
and plots for all those functions.

A. Analytical expressions for one- and two-body functions

Function h1(β) is given by the simple formula (14) which
reduces to an elementary function of dimensionless parameter
βEH. Function h3(β) is given by expression (16) in terms
of Ebeling virial functions Q(x) and E(x), which have been
widely studied in the literature. In particular, entire series
expansions in powers of x have been derived [44,45],

Q(x) = −1

6
x −

√
π

8
x2 − 1

6

(
C

2
+ ln 3 − 1

2

)
x3 +

∞∑
n=4

qnx
n,

(40)

qn = √
π

ζ (n − 2)

2n�
(

n
2 + 1

) ,

where C = 0.57721 . . . is the Euler-Mascheroni constant and
ζ (s) is Riemann’s function, while

E(x) = 1

2
+

√
π ln 2

4
x2 + π2

72
x3 +

∞∑
n=4

enx
n ,

(41)

en = √
π (1 − 22−n)

ζ (n − 1)

2n�
(

n
2 + 1

)
with x replaced by xpe = 2(β|EH|)1/2, −xpp =
−(2mp/m)1/2(β|EH|)1/2, or −xee = −(2me/m)1/2(β|EH|)1/2.
Since x is proportional to 1/

√
T , such series can be viewed

as high-temperature expansions. A controversy has arisen
recently on Eq. (40), with Kraeft [46] and Kremp, Schlanges,
and Kraeft [13] maintaining that no linear term −x/6 should
be present. Starting from the definition of function Q(x)
see, for instance, Eq. (7.1) in Ref. [23], one can calculate
quite easily its high-temperature behavior by using the
Feynman-Kac representation [47] of the density matrix

〈r|e−βh|r〉 = 1

(2πλ2)3/2

∫
D(ξ ) eβe2

∫ 1
0 ds v(|r+λξ (s)|), (42)

where h is the Hamiltonian of a particle of mass m in the
attractive Coulomb potential −e2/r and ξ (s) is a Brownian
bridge distributed according to the Wiener measure DW (ξ ).
At high temperatures, the exponential can be linearized, and a
straightforward calculation confirms that the leading behavior
is indeed given by Ebeling’s result, −x/6. Asymptotic large-x,
i.e., low-temperature, expansions read

Q(x) = 2
√

π

[ ∞∑
n=1

n2

(
ex2/(4n2) − 1 − x2

4n2

)
− x2

8

]

− x3

6

(
ln x + 2C + ln 3 − 11

6

)
− x

12

− 1

60x
+ O

(
1

x3

)
(43)

for x > 0 (attractive case) and

Q(x) = −x3

6

(
ln |x| + 2C + ln 3 − 11

6

)
− x

12

− 1

60x
+ O

(
1

x3

)
(44)

for x < 0 (repulsive case). When x → −∞, a semiclassical
calculation [48] shows that exchange function E(x) decays
exponentially fast as

E(x) � 4√
3π

|x| exp

[
−3

2

(
π2 x2

2

)1/3
]

. (45)

As far as numerical calculations are concerned, high-
temperature series (40) and (41) are quite useful because
their radius of convergence is infinite. When x becomes very
large, calculations using large-x expansions (43)–(45) are,
of course, faster. Those low-temperature expansions can be
used in fact to compute h3(T ) from formula (16), up to the
Rydberg temperature |EH|/k � 157 800 K since |xab|, for
ab = ep, pp, ee, remains larger than 1. Figure 1 shows a plot
of functions Q(x) and E(x).

Notice that the first sum in the right-hand side of expression
(43) is nothing but the so-called Brillouin-Planck-Larkin
partition function

ZBPL(T ) =
∞∑

n=1

n2

(
e−βEH/n2 − 1 + βEH

n2

)
, (46)

which was introduced in the 1930s on the basis of heuristic
arguments as discussed in Refs. [49,50]. It turns out that
Q(xpe) = Q(T ) may be approximated by ZBPL(T ) if the
temperature is not too high [49,51]. Notice that the leading
asymptotic behavior of Q(T ) and ZBPL(T ) are identical as
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FIG. 1. (Color online) Plot of Ebeling direct and exchange
functions Q(x) (solid line) and E(x) (dashed line).

T → 0, whereas one has Q(T ) ∼ 1/
√

T versus ZBPL(T ) ∼
1/T 2 at high temperatures. The quality of that approximation,
and of two even simpler approximations, is shown in Fig. 2.
The relative error when approximating Q(T ) by ZBPL(T ) is
less than 3% for T � 25 000 K, while it reaches 30% at
50 000 K. Truncating the sum in ZBPL(T ) at n = 1 provides
actually a better approximation that exhibits an accuracy of
8% at 50 000 K (see Fig. 2). The latter approximation is
quite successful because contributions from diffusive states
and from terms associated with screening effects in Q(T ),
more or less cancel out the contributions from excited bound
states at the considered temperatures. We stress that our further
calculations do not use those approximations but rather the
exact expressions for Q(x) recalled earlier.
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FIG. 2. (Color online) Comparison of the Brillouin-Planck-
Larkin partition function (dashed line) to the exact virial function
Q(xpe(T )) (solid line) for temperatures up to 100 000 K. Truncating
the sum in ZBPL after the first term yields a quite good approximation
(dot-dashed line). The dotted line (constant value 1) corresponds to
keeping only the ground-state contribution exp(−EH/kT ).

B. Simple approximations for three- and four-body functions

Because of our rather poor knowledge of the whole spec-
trum of three- and four-body Coulomb Hamiltonians, closed
analytical expressions for h2(β) and h4(β) cannot be derived
at the moment. So here we proceed to simple estimations
of those functions, inspired by the above considerations on
Z(1,1), which should work reasonably well in the temperature
range considered here.

1. Case of h2(β)

The relative importance of the contributions of the various
operators involved in [exp(−βH2,2)]TMayer, the trace of which
defines partition function Z(2,2), can be readily estimated by
using the ground-state energies of Hamiltonians H2,2, H2,1,
H1,2, H1,1, H1,0, and H0,1. Up to 30 000 K, it is sufficient
to retain only contributions from exp(−βH2,2) and from
subtracted operators involving exp(−βH1,1) exp(−βH1,1). All
other combinations of Gibbs operators associated with prod-
ucts of molecular dissociation differing from two atoms,
like exp(−βH1,0) exp(−βH1,2) associated with (p,H−) or
exp(−βH0,1) exp(−βH2,1) associated with (e,H2

+), can be
safely neglected. After adding to Z(2,2) the contribution
of W (1,1|1,1) in the expression (15) of h2(β), we find
that terms which involve imaginary-time evolutions of Vat,at,
V 2

at,at, and V 3
at,at cancel out. This provides a simple estimation

of h2(β) as arising entirely from operator [exp(−βH2,2) −
exp(−βH1,1) exp(−βH1,1)].

Similarly to the case of Z(1,1), in the considered tem-
perature range, the main contributions from [exp(−βH2,2) −
exp(−βH1,1) exp(−βH1,1)] can be reasonably expected to
arise from the lowest-energy molecular bound states. In addi-
tion, we describe such states within the familiar picture where
the electrons are in their ground state, while global rotations
and vibrations of the molecule are taken into account within
a rigid-rotator model and a harmonic oscillator, respectively.
This leads to the approximation

h2(β) �
√

2m3/2

32M3/2
ZH2 exp(3βEH), (47)

where the molecular partition function ZH2 factorizes into [52]

ZH2 = exp
(−βEH2

)
Z

(rot)
H2

Z
(vib)
H2

(48)

with the vibrational part

Z
(vib)
H2

= 1

1 − exp
(−βε

(vib)
H2

) (49)

and the rotational part

Z
(rot)
H2

=
[ ∞∑

l=0

(4l + 1) exp
(−2l(2l + 1)βε

(rot)
H2

)

+ 3
∞∑
l=0

(4l + 3) exp
(−(2l + 1)(2l + 2)βε

(rot)
H2

)]
.

(50)

In formula (50), the first sum runs over rotational states of
parahydrogen and the second sum over rotational states of
orthohydrogen. The energy quanta ε

(vib)
H2

= kT
(vib)

H2
and ε

(rot)
H2

=
kT

(rot)
H2

associated to proton vibrations and global rotations are
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TABLE I. Spectroscopic data of some hydrogen bound states: ground-state energy E(0) (in atomic units) and rotational and vibrational
temperatures (in K). The values include neither relativistic nor radiative corrections.

H H− H2 H2
+ H2

− H3
+

E(0) −0.5 −0.527733147 −1.164663172 −0.597139063 −1.048274 −1.323 ± 0.002
T (rot) / / 85.26 41.87 50.42 (not useda)
T (vib) 5986.98 3150.78 2228.32
Ref. b c d e f

aFor the rovibrational partition function of H+
3 , see L. Neale and J. Tennyson, Astrophys. J. 454, L169 (1995).

bHandbook of Atomic, Molecular, and Optical Physics, edted by G. Drake (Springer, 2006).
cL. Wolniewicz, J. Chem. Phys. 99, 1851 (1993).
dJ. Ph. Karr and L. Hilico, J. Phys. B: At. Mol. Opt. Phys. 39, 2095 (2006).
eCalculated by V. Robert using a coupled cluster [CCSD(T)] approach including an extended basis set for hydrogen atoms (4s3p2d1f ).
fP. C. Cosby and H. Helm, Chem. Phys. Lett. 152, 71 (1988).

listed in Table I. We recall that the rotational partition function
reduces to the classical result

Z
(rot)
H2

∼ 2T

T
(rot)

H2

, (51)

when T � T
(rot)

H2
. Notice that more precise descriptions of

the lowest-energy excited states of H2, which do not neglect
rotation-vibration coupling as the rigid rotor approximation
(48), are available in the literature [53] but are not required for
our purpose.

Approximation (47) can be viewed as a suitable ex-
trapolation of the the exact low-temperature behavior of
h2(β), which includes both leading and sub-leading terms.
Up to 30 000 K, contributions of electronic excitations can
be omitted because the corresponding energy gaps are of
order 10 eV at least. Moreover, and similarly to the case of
Z(1,1), either diffusive states like those associated with the
dissociation of the molecule into two atoms or substracted
terms involved in the truncated operator [exp(−βH2,2)]TMayer
like exp(−βH1,1) exp(−βH1,1) provide contributions which
can be safely neglected in that relatively low-temperature
range. As detailed in Appendix, this has been checked within a
simplified model which is often used for describing the energy
levels of the molecule H2.

2. Case of h4(β)

Function h4(β), defined by formula (17), can be approxi-
mated within a construction similar to the above derivation for
h2(β). This provides

h4(β) � 3m
3/2
e (M + mp)3/2

64M3
ZH2

+ exp(2βEH)

+ 3m
3/2
p (M + me)3/2

64M3
ZH− exp(2βEH)

+ cat

8π3/2(β|EH|)1/2
exp(βEH), (52)

which is the analog of expression (47) for h2(β). Here, internal
partition functions for ions H2

+ and H−, which arise from
Z(2,1) and Z(1,2), read

ZH2
+ = 2 exp(−βEH2

+)Z(rot)
H2

+ Z
(vib)
H2

+ (53)

and

ZH− = 2 exp(−βEH− ), (54)

where the required spectroscopic data are given in Table I,
while the contribution of S3(1,1) exp(2βEH) has been replaced
by its low-temperature form with constant cat � 10.065 [6].

Similarly to formula (47), approximate expression (52)
incorporates both leading and subleading contibutions to the
low-temperature representation of h4(β). A similar accuracy
for that approximation can be reasonable expected up to a
few thousands kelvins, where ionic ground-state contributions
dominate. However, when temperature is increased up to 30
000 K, approximation (52) becomes surely less accurate than
its counterpart (47) for h2(β). Indeed, the binding energies of
ions H2

+ and H− are of order 2.6 and 0.7 eV, respectively,
so contributions of all terms which arise from diffusive
states, truncations defining Z(2,1) and Z(1,2), or interactions
involved in W (1,1|1,0) and W (1,1|0,1) can no longer be
neglected for T > 10 000 K. Nevertheless, the accuracy of
approximation (52) should be sufficient for our purpose,
because contributions to thermodynamics associated with
h4(β) remain quite small in the considered density-temperature
range.

C. Numerical values and plots

Using the exact representations for h1(β) and h3(β), as well
as the approximate forms of h2(β) and h4(β), we can compute
those functions easily and quickly. The corresponding plots,
in logarithmic units, are shown in Fig. 3, while numerical
values at some specific temperatures are given in Table II.
Functions h2(β) and h4(β) are computed only up to 30 000 K,
because their approximate expressions introduced in Sec. IV B
are expected to become inaccurate at higher temperatures.

At low temperatures, all functions are positive and increase
monotonously with T up to 30 000 K. Function h3 changes
sign near 90 000 K, while a change of sign in functions h2

and h4 might also happen at temperatures above 30 000 K. In
function h4, the contributions arising from ions H2

+ and H−
have the same order of magnitude and are much larger than the
third contribution in Eq. (52) which accounts for a shift in the
atomic ground state. For T < 30 000 K, all functions remain
quite small in relation with their exponential decay in the zero-
temperature limit. The hierarchy h1(β) � h2(β) � h3(β) �
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FIG. 3. (Color online) Plot of functions hk(β) for k = 1,2,3,4.
Note that β|EH| = TRydberg/T .

h4(β) is satisfied at very low temperature, in agreement with
the ordering of the corresponding low-temperature decay rates
δ1 < δ2 < δ3 < δ4. When the temperature is increased, the
relative differences between those functions are reduced. In
particular, h3 overcomes h2 near 1000 K, and h4 overcomes
h2 near 5900 K.

The ordering of the hk functions is connected to the relative
importance of the corresponding corrections to the ideal
Saha equation in the SLT limit T → 0. At finite temperature
and density, the ordering of the various corrections can
differ from the low-temperature ordering, not only due to
the temperature dependence of the hk functions but also
because those corrections involve also functions of ratio ρ/ρ∗
which depends on both temperature and density as shown by
formula (26). For instance, the corrections associated with h2

describing molecular formation and atom-atom interactions,
will dominate in a sufficiently dense atomic phase, despite the
fact that function h2 is much smaller than h1 (see Sec. V A).

V. COMPARISONS TO OPAL TABLES AND PIMC DATA

We compute numerically the various corrections to the ideal
Saha equation of state that appear in the SLT expansion of
the pressure [Eq. (25)] and of the internal energy [Eq. (32)]
and compare the predictions to the most accurate current
tabulations of those thermodynamical functions. The present

TABLE II. Numerical values of functions hk(β) (k = 1,2,3,4) at
different temperatures.

T (K) h1(β) h2(β) h3(β) h4(β)

2000 1.46 × 10−16 2.89 × 10−28 3.99 × 10−26 1.00 × 10−31

6000 1.70 × 10−5 2.73 × 10−12 6.08 × 10−9 3.01 × 10−12

10 000 2.23 × 10−3 7.40 × 10−9 2.11 × 10−5 4.94 × 10−8

20 000 6.84 × 10−2 5.12 × 10−6 8.09 × 10−3 9.26 × 10−5

30 000 1.88 × 10−1 6.41 × 10−5 4.24 × 10−2 1.35 × 10−3

calculations correct2 and complement the initial results for the
pressure published in Ref. [54].

A. General properties of the isotherms

We start by studying general properties of isotherms that
follow from the structure of the terms in SLT expansion
(25). Along a given isotherm, the various corrections to Saha
pressure depend on the ratio ρ/ρ∗ where the crossover density
ρ∗ is kept fixed. Because of the nonlinear dependence in ρ/ρ∗
of coefficients bk(ρ/ρ∗), their relative importance changes
drastically from low densities ρ � ρ∗ to high densities
ρ � ρ∗. For ρ � ρ∗, each bk(ρ/ρ∗) can be expanded in
powers of ρ/ρ∗, as well as Saha pressure (3) itself. This
leads to the well-known virial expansion of βP in powers
of ρ at fixed T [9,23,44,55,56], as shown in Ref. [54]. The
corresponding leading term entirely arises from Saha pressure
and describes full ionization of the plasma. First correction of
order ρ3/2, entirely provided by βP1, is the familiar Debye
contribution for a classical plasma of ionized protons and
electrons with density ρ. Saha pressure (3), βP3, and βP5

contribute to a second correction of order ρ2, which accounts
for atomic recombination as well as two-body interactions
between ionized charges. Ionic contributions embedded in βP4

are of order ρ3, while molecular ones embedded in βP2 are
of order ρ4, in agreement with the numbers of protons and
electrons involved in the ions H2

+ and H− and molecule H2.
For ρ of order ρ∗, beyond the leading contribution of

Saha pressure (3), the ranking of the various corrections is
essentially that of temperature-dependent functions hk(β).
However, notice that the a priori first correction βP1 vanishes
at ρ = 4ρ∗ and becomes positive for ρ > 4ρ∗. Therefore,
βP1 reduces to the familiar Debye contribution βPDebye =
−κ3/(24π ) only in the fully ionized region ρ � ρ∗, while
its structure begins to differ in the atomic region ρ > ρ∗ as a
subtle consequence of recombination processes. In the region
close to ρ = 4ρ∗, the first correction to Saha pressure is then
given by βP3 as illustrated below.

For ρ � ρ∗, Saha pressure reduces to the ideal pressure
of an atomic gas with density ρ since almost all charges are
recombined. According to the large-ρ/ρ∗ behavior of coeffi-
cients bk(ρ/ρ∗), the first correction to Saha pressure is now
given by βP2 which describes both molecular recombination
and atom-atom interactions. Since it increases as ρ2, that
correction would overcome Saha pressure at sufficiently high
densities. In fact, and as discussed further, this provides an
upper density for the validity of the SLT expansion. Notice that
while βP4 also increases faster than βPSaha ∼ ρ, i.e., as ρ3/2,
all other considered corrections increase more slowly than ρ.
This can be easily interpreted by noting that such corrections,
namely βP1, βP3, and βP5, are related to the presence of
ionized protons and electrons which tend to disappear at high
densities.

The previous analysis of the behavior of the pressure along a
given isotherm is summarized in Table III. Similar results hold

2In Ref. [54], formula (9) contains a typo and the full SLT curve in
Fig. 2 of Ref. [54] is incorrect due to an ill-placed parenthesis when
computing the correction k = 3.
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TABLE III. First correction to ideal Saha pressure along a low-
temperature isotherm.

Density First correction Physical origin

ρ � ρ∗ βP1 Debye plasma polarization
ρ � ρ∗ βP3 e-p interactions and excited H atoms
ρ � ρ∗ βP2 H2 molecules and H-H interactions

for the behavior of the internal energy per particle given by its
SLT expansion (32) together with the expressions (33)–(38).
In particular, at low densities, we find that the first correction to
the classical thermal energy 3kT of the fully ionized plasma is
indeed the Debye contribution which arises entirely from u1.
For densities ρ � ρ∗, u2 becomes the leading correction to
uSaha, since it increases as ρ while u4 grows only as ρ1/2,
u3 tends to a constant, and both u1 and u5 vanish. If we
replace h′

2(β) by its low-temperature form (3EH − EH2 )h2(β),
while we introduce the molar fraction of molecules H2 defined
by x id

H2
= ρ id

H2
/ρ, then the sum of leading and subleading

contributions in Eq. (32) can be rewritten as

(
xat + x id

H2

)3kT

2
+ xatEH + x id

H2
EH2 , (55)

where the molar fraction xat of atoms H accounts for the partial
recombination of protons and electrons into molecules H2, i.e.,
xat = x id

at − 2x id
H2

. Expression (55) shows that, for kT � |EH|
and ρ � ρ∗, the system reduces to an ideal mixture, made of
a small fraction of molecules H2 diluted in a gas of atoms H,
in their molecular and atomic ground states, respectively.

B. Isotherms at a few thousands kelvins

Because of the relatively large value of temperature scale
|EH|/k � 150 000 K and of the occurrence of exponentially
decaying factors, crossover density ρ∗ is extremely small
below a few thousand kelvins. For instance, at T = 300 K,
we find ρ∗ � 3.4 × 10−204m−3, which corresponds to tremen-
dously diluted conditions that are not physically accessible.
This means that a stable partially ionized atomic phase, which
exists when ρ is of the order of ρ∗, cannot be realized in
practice for hydrogen at such low temperatures. For instance,
under the standard conditions of the Earth’s atmosphere,
density ρ � 1026m−3 is so large with respect to ρ∗ that
SLT expansion breaks down, due to correction βP2 being
too large, in agreement with the emergence of molecules
H2 as the most important species. Even at T = 2000 K,
ρ∗ = 6.1 × 10−9m−3 still corresponds to quite diluted condi-
tions. Interesting physical systems with similar temperatures
in the range 1000K < T < 2000K are the atmospheres of
brown dwarfs. The corresponding densities lie in the range
1025m−3 < ρ < 1027m−3, so they are too large compared to
the corresponding ρ∗’s to use SLT expansions. In fact, as for
Earth’s atmosphere, hydrogen is essentially recombined into
molecules. Thus, we will not consider isotherms below T =
2000 K within SLT expansions, because the corresponding
density ranges of validity do not correspond to known physical
systems of interest. We note that the standard virial expansion
cannot provide as well any useful information on the hydrogen
gas when T < 2000 K, for the very same reason that the

ρ
ρ∗

present work

Sun photosphere

FIG. 4. (Color online) Logarithmic plot of deviations to Saha
pressure for pure hydrogen along isotherm T = 6000 K (ρ∗ =
2.12 × 1015 m−3). Crosses correspond to tabulated points of the
OPAL equation of state [1] (with corrected ground-state energy [34]).

fully ionized phase is not thermodynamically stable at low
temperatures for physically accessible densities.

When T increases up to a few thousands kelvins, the
atomic crossover density ρ∗ reaches higher values which
are encountered in some systems. For fixing ideas, we
consider isotherm T = 6000 K, which is typical of the Sun’s
photosphere and for which ρ∗ � 2.12 × 1015m−3. In Fig. 4,
we plot deviation δP = P − PSaha along that isotherm in the
range 109m−3 < ρ < 1027m−3, where δP does not exceed a
few percentages of PSaha. When ρ/ρ∗ � 105, the dominant
contribution is due to the polarization of the plasma around
ionized charges, embedded in correction P1. For ρ/ρ∗ � 10−2,
that contribution is negative and reduces to the familiar Debye
expression −κ3/(24π ) that appears in the virial expansion.
At ρ/ρ∗ = 4, correction P1 changes sign, as seen on expres-
sion (27) for coefficient b1(ρ/ρ∗). The plasma-polarization
correction thus is not given at high densities by the Debye
formula with a modified Debye length computed with the
density of ionized charges, as it could naively be expected
in a phenomenological approach. At densities ρ/ρ∗ � 105,
molecular contributions embedded in term P2 become the most
important correction, as expected at high densities. Since the
formation of molecules reduces the pressure, δP then becomes
negative again. When ρ/ρ∗ � 1011, the SLT expansion fails
to converge because molecular recombination can no longer
be treated perturbatively.

Contributions of the first excited atomic state, embedded
in correction P3, and contributions of the ions H2

+ and H−
embedded in P4, are essentially negligible along the whole
isotherm. For completeness, we mention that it is only near the
special density 4ρ∗ that P3 turns out to provide the dominant
correction, while P4 is the dominant correction near the density
105ρ∗ where corrections P1 and P2 compensate each other
and where P3 is negligible since there are almost no ionized
charges. At these special densities, the deviation to the Saha
pressure is about 10−9.

We can compare our results to those of the OPAL tables [1],
which are shown as crosses in Fig. 4. A very good agreement
is found for densities ρ/ρ∗ > 104. At lower densities, the
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TABLE IV. Pressure at typical temperature and density of Sun
photosphere.

Pressure

βPSaha/ρ 1 + 1.70 × 10−4

βP1/ρ 1.04 × 10−7

βP2/ρ −3.79 × 10−4

βP3/ρ −1.03 × 10−12

βP4/ρ −2.36 × 10−8

βP5/ρ −2.44 × 10−14

discrepancies are certainly due to the fact that extracting a
deviation to Saha pressure from the OPAL tables is a difficult
task when the deviation is of the order of 10−6. Indeed, the
values in the OPAL tables are given with at most six digits, and
a slight difference in the values of the fundamental constants,
like in the ground-state energy EH, can induce a small variation
of the Saha pressure PSaha that is comparable to the deviation
δP = P − PSaha itself.

A change of sign of δP is observed in the OPAL EOS around
density ρ/ρ∗ � 105 at 6 000 K, in agreement with our SLT
EOS: This sign change is induced by negative contributions in
P2 associated with molecular recombination overcoming the
plasma polarization correction P1. Notice that the nontrivial
variations of δP with two sign changes are brought to light
by simple physical interpretations within our approach. At
the point with density ρ � 1.47 × 1023m−3, typical of the
Sun’s photosphere shown in Fig. 4, electrons and protons are
almost fully recombined into hydrogen atoms since ρ � ρ∗,
and the various corrections to Saha pressure, which is itself
close to P

(id)
at , are given in Table IV. The full pressure is

below P
(id)
at because of molecular recombination. Moreover,

contributions of ions H2
+ and H− are still smaller than the

positive polarization contribution due to the ionized protons
and electrons despite the fact that their dilution is quite
large. Such subtle effects cannot be anticipated nor accurately
described with phenomenological approaches.

C. Isotherms between ten and thirty thousands kelvins

We consider various isotherms above T = 10 000 K up
to T = 30 000 K. The corresponding δP ’s are plotted in
Fig. 5, while the respective values of ρ∗ are given in Table V.
The OPAL values of δP are shown, moreover, on the plots
with symbols. As discovered in Ref. [34], the OPAL tables
were computed using the value EH = 1Ry � −13.60569 eV,
corresponding to an infinitely heavy nucleus, instead of
the correct value, EH = −me4/(2h̄2) � −13.59829 eV. That
inaccuracy in EH induces variations of the Saha pressure that
can be larger by an order of magnitude than the deviation
δP itself for state points in the crossover region between the
ionized and atomic phases. The OPAL deviations δP shown in
all figures of the present paper were determined by subtracting
from the OPAL values the ideal pressure PSaha computed with
EH = 1 Ry.

At the low temperatures 10 000 K and 15 000 K, we find
excellent agreement between our analytical SLT EOS and the
tabulated OPAL EOS in the considered density range. A small
discrepancy is observed only for the last highest-density point
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FIG. 5. (Color online) Logarithmic plots of deviations to Saha
pressure along isotherms from 10 000 K up to 30 000 K according
to the SLT EOS (solid and dashed lines) and to the tabulated OPAL
EOS (symbols).

on each of these two curves. This discrepancy at high density
(massic density 0.1 g/cm3) and low temperatures is due to the
fact that the system is close to being in a molecular phase.

At low densities, ρ/ρ∗ < 1, the agreement between both
equations of state is also excellent, even at rather high
temperatures. We note that the deviation δP is dominated in
that region by the Debye plasma polarization correction P1.
Although that correction changes sign at ρ/ρ∗ = 4, deviation
δP changes sign, for isotherms with T > 10 000 K, at a density
ρ/ρ∗ slightly higher than 4 because of negative contributions
arising from correction P3, which describes excited atoms and
charge-charge interactions.

We observe, in Fig. 5, discrepancies in region ρ/ρ∗ �
102 and T � 20 000 K. Those discrepancies are due to the
negative corrections P2 and P4, which shrink more strongly, in
our calculations, the region where deviation δP is positive
than in the OPAL EOS. We note that those corrections
may be somewhat overestimated since we computed in the
present work an approximation to functions h2 and h4 in
which only molecular and ionic bound-state contributions
are kept. The discarded truncation terms in h2 can provide
positive contributions at high temperatures, which describe in
particular atom-atom interactions. An accurate calculation of
functions h2 and h4 at temperatures higher than 20 000 K is
needed to provide fully reliable results at such temperatures
and densities. Tests have shown that the OPAL deviations δP

around ρ/ρ∗ � 102 are in fact fully explained by retaining
solely the Debye plasma polarization effect P1.

TABLE V. Atomic recombination density ρ∗ in m−3 and in g/cm3

at various temperatures.

T (K) ρ∗(m−3) ρ∗(g/cm3)

10 000 1.69 × 1020 2.83 × 10−10

15 000 5.98 × 1022 1.00 × 10−7

20 000 1.28 × 1024 2.14 × 10−6

25 000 8.65 × 1024 1.54 × 10−5

30 000 3.26 × 1025 5.45 × 10−5
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FIG. 6. (Color online) Deviations to Saha internal energy for
isotherms between 10 000 K and 30 000 K according to the SLT
EOS (solid and dashed lines). Points of the (corrected) OPAL EOS
are shown by symbols (up to density 0.1 g/cm3).

Deviations δu = u − uSaha of the internal energy per proton
are shown along several isotherms in Fig. 6. The variations of
δu at temperatures up to 10 000 K are fully controlled by the
two terms u1 and u2. At low densities (ρ/ρ∗ � 1), the plasma
polarization term u1 is dominant and negative. That correction
changes sign when the condition

ρ

ρ∗ = 4ε
1 + ε

(1 − ε)2
, ε = kT

2|EH | (56)

is met, as can be seen from Eq. (34). At high densities (ρ/ρ∗ �
104), δu becomes negative again because the term u2 becomes
dominant and the formation of molecules indeed lowers the
energy. When T > 10 000 K, term u3 comes into the game and
has the effect of enlarging the domain where the deviations δu

are positive, similarly to the case of the pressure deviations
δP .

D. Low-density isochores

A plot of pressure deviations δP along two low-density
isochores is displayed in Fig. 7 for temperatures between
2000 K and 100 000 K. The predictions of the OPAL
tables, which are available for many temperature points, are
also shown in those plots. At very low densities (isochore
10−8 g/cm3), our calculations agree very well with the
OPAL tables. When the temperature is high, the system is
fully ionized and the dominant correction to Saha pressure
arises from the Debye plasma polarization correction P1,
which behaves as −κ3/(24π ) ∝ T −3/2 when T → ∞. On
decreasing the temperature, correction P1, and, hence, also
δP , changes sign when the condition ρ/ρ∗ = 4 is met. The
deviation δP displays a second change of sign at a lower
temperature, because the correction P2 becomes dominant
due to the formation of hydrogen molecules in the system.
That correction P2 grows quickly when the temperature is
further lowered, and a point is reached where P2 is no longer a
small correction. This signals the formation of the molecular
phase, which is outside the scope of the present calculations.
Since the pressure of the ideal molecular gas is ρkT /2 and
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FIG. 7. (Color online) Deviations to Saha pressure along iso-
chores 10−8 g/cm3 (black line) and 10−3 g/cm3 [red (light gray)
line] according to the SLT EOS. Crosses correspond to values of the
(corrected) OPAL EOS. The red (light gray) dashed line shows the
effect of neglecting term P4 in the SLT EOS.

that of the ideal atomic gas is ρkT , the pressure deviation
|P − PSaha|/(ρkT ) should tend to 0.5 at low temperatures and
low densities, as is indeed observed for the OPAL deviations
in Fig. 7.

Along isochore 10−3 g/cm3 shown in Fig. 7, we can observe
some discrepancies between our predictions for the deviations
δP and those of the OPAL tables. When T < 10 000 K, the
differences are due to the formation of the molecular phase.
In region 20 000K < T < 30 000 K, deviation δP is positive
and is somewhat larger in the OPAL tables than predicted by
the SLT EOS. In that region, deviation δP is the result of
the sum of the first four SLT terms, with P2 and P4 partially
compensating P1 and P3. While the latter two terms are known
exactly, the former two terms are currently estimated in our
calculations by keeping only molecular and ionic bound states
(see Sec. IV B). Not surprisingly, accurate calculations of the
corresponding functions h2 and h4 in the temperature range
20 000–70 000 K, are required for a fully reliable description.
When T � 80 000 K, the SLT and OPAL predictions coincide.
At such high temperatures, the deviation δP is due to the sum
of the SLT terms P1, P3, and P5 associated with ionized protons
and electrons, and it reduces to the predictions of the standard
virial expansion.

A low-density isochore of the internal energy is shown in
Fig. 8, where the SLT EOS is compared to other equations
of state. At high temperatures, the system is fully ionized and
the variations of the internal energy per proton are mainly
controlled by the average thermal kinetic energy 3kT /2 of the
particles (dot-dashed line). When the temperature is reduced
to 10 000 K, a sharp drop of the internal energy is observed
due to the formation of the atomic phase. Reducing further the
temperature, a second drop in the potential energy occurs when
the molecular phase is formed. Since the SLT EOS accounts
perturbatively for all deviations to the ideal Saha equation
of state that describes the transition between the ionized
and the atomic phase, its validity domain is limited at low
temperature by the formation of the molecular phase, which is
a nonperturbative effect (see deviations at low temperatures in
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FIG. 8. (Color online) Internal energy per proton along isochore
10−8 g/cm3 according to the SLT EOS (black line), OPAL EOS
(crosses), and Saha EOS (dashed line). For the difference between
the two former and the latter curves, see Fig. 9. All energies are shifted
upwards by |EH2 |/2. The plot shows also curves |EH2 |/2 + 3kT (red
dot-dashed line) and 3kT (dotted line).

Fig. 8). On the scale of Fig. 8, the deviations δu = u − uSaha

between the SLT EOS or the OPAL EOS, and the ideal Saha
values are almost indiscernible. Those deviations are shown in
Fig. 9 for two isochores, 10−8 and 10−3 g/cm3. The agreement
on deviations δu between our analytical calculations and the
OPAL tables is impressively good. As in the case of the
pressure isotherms (see Fig. 5), δu changes sign twice: once
in the ionized-atomic transition, when condition (56) is met,
and once in the atomic-molecular crossover region. The only
significant disagreement between the SLT and OPAL EOS
along the very low density isochore (10−8 g/cm3) occurs
at low temperatures due to the formation of the molecular
phase, where the OPAL deviation δu tends to the difference in
energy per proton between the atomic and the molecular phase
[log10(EH2/2 − EH) � 0.35]. Along isochore 10−3 g/cm3,
rather small differences are observed only near the two sign
changes of δu, similarly to the deviations δP along the same
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FIG. 9. (Color online) Deviations to Saha internal energy for
isochores 10−8 g/cm3 (black line) and 10−3 g/cm3 [red (light gray)
line] according to the SLT EOS. Crosses denote tabulated points of
the (corrected) OPAL EOS.

isochore. Term u5 contributes sensitively to δu only when
T � 30 000 K.

E. Comparison to PIMC data

Results of quantum path integral Monte Carlo (PIMC)
simulations of a dilute e-p gas are available at six densities
between 10−3 g/cm3 and 0.15 g/cm3 and eight temperatures
between 5000 K and 250 000 K [4] (see state points in
Fig. 12). Very low densities, such as 10−6 g/cm3 as in the
Sun photosphere, are not within reach of PIMC simulations
because sufficient statistics cannot be collected in very diluted
conditions. Fortunately, the SLT expansion converges quickly
at such low densities, and it has been shown in the previous
section that the predictions of the SLT EOS coincide in this
regime with those of the (corrected) OPAL tables, if we exclude
the molecular phase which is outside the validity domain of
the SLT expansion.

Comparison of our results with the PIMC data is instructive
along the moderate density isochore 10−3 g/cm3; see Fig. 10.
The decrease of the pressure as the temperature is lowered
is shown in Fig. 10(a), with P varying from 2ρkT at high
temperature (fully ionized gas) to ρkT (atomic gas at around
15 000 K), and eventually down to ρkT /2 (molecular phase).
A small plateau corresponding to the atomic phase can also
be identified in Fig. 10(b) for the internal energy, though
it is much less visible than on isochore 10−8 g/cm3 (see
Fig. 8). The deviations δP and δu from the ideal Saha
values are shown in Figs. 10(a′) and 10(b′). The various sign
changes of these deviations predicted by the SLT formulas
can indeed be observed in the simulations. The uncertainties
of the simulation data at temperatures T � 15 000 K are
quite large, especially in the case of the pressure. Notice that
δP/(ρkT ) tends trivially to −1/2 in a dilute molecular phase,
so the simulation data do not contain much information in that
regime. In the crossover region between the atomic phase and
the fully ionized phase, the agreement on δP and δu between
the simulation data and the SLT and OPAL equations of state
is rather good. In the temperature range 10 000−25 000 K,
the predictions of the SLT EOS are within the error bars of
the PIMC results. At very high temperatures, T > 100 000 K,
the PIMC results for the energy deviation δu do not agree
fully with the SLT nor the OPAL EOS. The uncertainties
in the simulation results are maybe underestimated. When
T = 62 500 K, and to a lesser extent when T = 31 250 K, the
OPAL EOS agrees slightly better with the PIMC data than the
SLT EOS. This might be due to our inaccurate description of
functions h2 and h4 for such temperatures.

In Fig. 11, we compare our results along a denser isochore
at massic density 0.0125 g/cm3 (for which rs = a/aB =
6), where significant differences between the predictions of
the three approaches (SLT EOS, OPAL EOS, and PIMC
simulations) can be observed, especially in the case of the
pressure deviations. Disregarding the molecular phase at low
temperatures, deviations δP and δu remain small (less than
10%) along this isochore, so the SLT expansion should still
apply. Since the OPAL EOS agrees quite well with the PIMC
data for the energy deviations δu and the OPAL EOS is
thermodynamically consistent, the disagreement on the OPAL
pressures with the PIMC data when T � 30 000 K, i.e., in the
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FIG. 10. (Color online) Pressure (a) and internal energy (b) per electron-proton pair as a function of temperature along isochore 10−3 g/cm3,
according to SLT EOS [red (light gray) line], OPAL EOS (dashed line), and ideal Saha EOS (dotted line). Points with error bars are simulation
results of Ref. [4]. Plots (a′) and (b′) show deviations to the ideal Saha values along the isochore.

crossover region between the atomic and the molecular phase,
indicates probably that the errors on the PIMC pressures are
underestimated. Some disagreement between the OPAL (and
SLT) equations of state and the PIMC results is also observed
at 31 250 K and at high temperatures for T � 100 000 K.
As for the above lower-density isochore, some discrepancies
between the SLT EOS and the other data might be due to
inaccuracies in the calculation of functions h2(T ) and h4(T )
for temperatures above 30 000 K.

F. Validity domain

As exemplified in the previous sections, truncation of
the SLT expansion (25) at k = 5 gives accurate results as
long as the corresponding deviations δP = ∑5

k=1 Pk or δu =∑5
k=1 uk remain small compared to their ideal Saha value.

The validity of the SLT expansion is limited at high densities
along an isotherm, respectively at low temperatures along an
isochore, by the formation of the molecular phase, where βP2

then becomes larger than PSaha itself. We can estimate the
borderline of the validity domain by introducing the empirical
criterion |δP (Tv,ρ)| = PSaha/10. At high densities, or low
temperatures, ρ � ρ∗ so P2 becomes the leading correction
in δP . Criterion |P2|/PSaha = 0.1 then gives

ρc(T ) = ρ∗(T )

20|h2(T )| (57)

as a borderline for the validity domain in the (ρ,T ) plane. If
the temperature is low, function h2(T ) behaves as

h2(T ) ∼ 1

64

(
2m

M

)3/2

exp[(3EH − EH2 )/(kT )], (58)

and ρc(T ) reduces to a straight line in the (log ρ, β) plane
(see Fig. 12). The curve ρc(T ) defines quite precisely the
borderline of the validity domain in a large part of the phase
diagram, as checked by the comparison with the data of the
PIMC simulations. In particular, this is illustrated by the plots
in Sec. IV E and the state points denoted by crosses in Fig. 12.
At a given density, the SLT expansion converges only for
temperatures that are sufficiently high to avoid the formation
of the molecular phase. Some of the lower-temperature state
points in the PIMC simulations are, for instance, outside of
the validity domain of the SLT expansion, while others, like
those to the left of line ρc(T ) in Fig. 12, are within the
validity domain. When the density increases, the minimum
temperature required for the SLT expansion to converge also
increases. At density 0.1 g/cm3, the temperature must be
higher than 30 000 K. Since the exact behavior of h2(T ) above
30 000 K is currently not available, the precise position of the
borderline of the validity domain in the region of high densities
and temperatures is yet not fully known.

The crossover density ρ∗(T ) [Eq. (2)] between the fully
ionized and the atomic phase is also shown in Fig 12. That
line gives essentially the borderline of the validity domain
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FIG. 11. (Color online) Deviations (with respect to ideal Saha
values) of pressure (a) and internal energy per electron-proton pair (b)
as a function of temperature along isochore 0.0125 g/cm3, according
to the SLT EOS [red (light gray) line] and OPAL EOS (dashed line).
Points are simulation results of Ref. [4].

of the standard virial expansion, which holds only in the
weakly coupled (� � 1) fully ionized phase. The dashed line
in Fig. 12 shows state points where the coupling parameter
� = β2/a is equal to 0.5. That line lies quite close to ρ∗(T ).
In the narrow strip at high densities and temperatures between
the lines � = 0.5 and ρ∗(T ), the SLT expansion is expected to
converge only slowly because � is close to 1 (� � 0.7 in that
region).

Figure 12 shows that the SLT expansion provides an
accurate analytical knowledge of the thermodynamics of the
quantum e-p gas in a rather large range of densities and
temperatures that includes the fully ionized phase (ρ � ρ∗),
the partially ionized phase (ρ ∼ ρ∗), and the atomic phase
(ρ∗ � ρ < ρc).

VI. CONCLUSIONS

In this work, we extend the exact analytical knowledge
on the thermodynamics of hydrogen at low densities by
deriving the first five terms in the SLT expansion of the
internal energy [Eq. (32)], a result that complements the
corresponding expansions for the pressure [Eq. (25)] and
the chemical potential [Eq. (20)]. Similar expansions for
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FIG. 12. (Color online) Phase diagram of a pure hydrogen gas
at low densities. The crosses denote state points where simulation
results are available [4]. The crossover density ρ∗(T ) between the
plasma and the atomic phase (dot-dashed line) gives essentially the
borderline of the validity domain of the standard virial expansion,
which applies only in the plasma phase. The dashed line corresponds
to a plasma coupling parameter � = 0.5. The SLT expansion is valid
in both the plasma and atomic phases, up to the solid (blue) line ρc(T )
[Eq. (57)], which locates the crossover to the molecular phase. The
state point of the Sun photosphere and the track of the Sun adiabat
(dotted line) are also shown.

any thermodynamical quantity can be easily derived without
any loss of thermodynamic consistency. We performed also
extensive numerical calculations of isotherms and isochores
and compared in detail the predictions of the SLT formulas
with the numerical OPAL EOS and data of PIMC simulations.
Our analytical SLT formulas for the deviations to the ideal
Saha law can be evaluated numerically very easily and
quickly. As applying the SLT EOS is straightforward, no
extensive tabulation, with the associated loss of accuracy due
to interpolation, is required. A plot and a tabulation of the
functions hk(β) (k = 1,2,3,4) have been provided as guide to
help the user in applying numerically our formulas.

We emphasize the following points:
(1) The exact SLT expansion overcomes the restriction

ρ � ρ∗(T ) of the standard virial expansion and has a validity
domain that extends up to the density ρc(T ) in the atomic phase
(see Fig. 12).

(2) At low densities (ρ < 10−5 g/cm3), excellent agreement
is found between the predictions of the SLT EOS for the
pressure and the internal energy and the values in the OPAL
tables for pure hydrogen. Notice that if the density is very
low, the OPAL tables need to be corrected as explained in
Ref. [50]. As several important ingredients in the OPAL EOS,
which is available only in the form of precomputed tables, are
unknown, attempts have been made to emulate this equation
of state [57]. It is very satisfactory to see that the OPAL EOS
for pure hydrogen can be fully reproduced at low densities
by our simple analytical formulas. Furthermore, the physical
content of the various corrections of interest is enlightening, as
well as the subtle cancellations between some contributions.
No PIMC simulation results are available at such low densities
because the statistics becomes poor.
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(3) At higher densities, some small discrepancies can
be observed among the SLT EOS, the OPAL EOS, and
the simulation results. We plotted the pressure deviations
δP = P − PSaha and the energy deviations δu = u − uSaha

to the ideal Saha law to extract the variations of those
thermodynamical quantities that are due to nonideality. Those
deviations δP and δu show two sign changes, which are also
seen in the simulation data and which are fully explained by
our analytical formulas. For densities up to 10−3 g/cm3 and
temperatures up to 30 000 K, the SLT EOS and the OPAL EOS
are both within the error bars of the PIMC simulations.

(4) At densities around 10−2 g/cm3 and above, and for
temperatures above 30 000 K, there are some discrepancies
between the deviations, especially δP , calculated from the
PIMC data and those of the SLT and OPAL EOS. In that
range of temperatures, our present approximate expressions for
h2(β) and h4(β) are not reliable. Better estimations of those
functions, based on a numerical evaluation of path integral
formulas for the internal partition functions Z(2,2), Z(2,1),
and Z(1,2), would provide an interesting improvement of our
calculations, in particular in the region ρ � 10−3 g/cm3 and
T � 30 000 K.

As shown in Ref. [34], expansion (13) of particle density
in terms of chemical potential should remain valid in the
molecular regime, i.e., for ρ � ρc, provided the density is
not too high. The accurate knowledge of Z(2,2), Z(2,1),
and Z(1,2) within numerical path integration, together with
a numerical inversion of Eq. (13), should, therefore, provide a
precise description of the crossover transition from the atomic
gas to the molecular gas, much beyond the level of accuracy
of current calculations, including PIMC simulations [34].
The accurate calculations of Z(2,2), Z(2,1), and Z(1,2) via
numerical path integrations would include in particular the
contributions of atom-atom interactions. Such contributions
are not easy to determine within simple modelizations because
of the difficulty, intrinsic to quantum mechanics, in separating
them from purely molecular contributions.3 The accurate
knowledge of Z(2,2), Z(2,1), and Z(1,2) might also be useful
for improving chemical approaches, like the Saumon-Chabrier
theory [58], the MHD model [25], or the SAHA-S model [59].

The track of the Sun adiabat [60] stays well within the
validity domain of the SLT expansion. The presents results are,
therefore, of interest for astrophysics, where a very accurate
EOS is needed, for instance, to interpret recent seismology
measurements in the Sun [7,60]. The SLT expansion of other
thermodynamical properties, such the adiabatic exponent and
the sound speed, can be derived along similar lines. For real
applications to helioseismology, the present calculations must
be generalized to the case of a hydrogen-helium mixture within
similar tools, an a priori feasible task. The contributions of
other heavier elements might be determined within simple
ideal approximations since their dilution is very high. Notice
that relativistic effects associated with the electrons should be
also incorporated as discussed in Refs. [61,62].

3Notice that in Ref. [54], we proposed a simple approximation for
those contributions, which needs to be improved for tackling regimes
with T > 30 000 K.
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FIG. 13. (Color online) The truncated trace Zeff =
Tr[exp(−βHeff ) − exp(−βH0)] for a quantum particle in the
effective proton-proton potential of the H2 molecule (shown in the
inset), as obtained from a numerically exact path integral Monte
Carlo calculation (crosses), from the rigid rotor approximation
(A4) (solid line) and from Irwin’s partition function [53] (dashed
curve). The dissociation temperature of the H2 molecule is
Tdiss = V0/k = 55 459 K.

APPENDIX: A SIMPLIFIED MODEL

Let us consider a simple model which is often used for
describing the H2 molecule [63]. In that model, the two protons
separated by a distance R interact via a potential Veff(R) which
is inferred from the electronic ground-state wave function
for that fixed protonic configuration. The potential Veff(R) is
repulsive at short distances, attractive at large distances, and
minimum at R = R0 with Veff(R0) < 0. A plot of that potential,
obtained by fitting the data of Ref. [63] to the formula

Veff(R) = (1 + aR + bR2 + cR3)
exp(−R/dA)

R
− 6.5

d6
B + R6

(A1)

is shown in the inset of Fig. 13, while the values of the fitted
coefficients are given in Table VI. Equation (A1) is written
in atomic units: lengths are measured in units of the Bohr
radius and energies in units of the Hartree energy (1 Eh =
2 Ry). The zero of energy corresponds here to the state with
two hydrogen atoms infinitely far apart. The minimum of the
potential is located at R0 = 1.3924 (in atomic units) with value

TABLE VI. Parameters of potential (A1) that best fit the data of
Ref. [63] for the hydrogen molecule.

Coefficient Value (in a.u.)

a −0.52906
b −0.60479
c −0.37294
dA 0.64160
dB 2.64591
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V (R0) = −V0 = −0.175629 hartree. The dissociation energy
of the hydrogen molecule is Tdiss = V0/k = 55 459 K.

For our purpose, it is sufficient to consider that the protons
are spinless. A proper account of the spins would lead to the
usual coupling between spin and position variables, which in
turn induce a different counting of ortho- and parahydrogen
contributions; see, for instance, formula (50).

The Hamiltonian of the relative particle with mass m∗ =
mp/2 submitted to Veff(R) reads

Heff = − h̄2

2m∗ 	R + Veff(R). (A2)

Within that simplified model, the analog of the contribution
of [exp(−βH2,2) − exp(−βH1,1) exp(−βH1,1)] to h2(β) is the
truncated trace

Zeff = Tr[exp(−βHeff) − exp(−βH0)], (A3)

where H0 is the kinetic part of Heff .
Let E0 = EH2 − 2EH � −0.94188 V0 be the ground-state

energy of Heff . Instead of determining exactly all bound-
state energies of Heff by solving the corresponding radial
Schrodinger equation for various values of orbital number
l, we consider the usual rigid-rotor and harmonic well
approximations for describing global rotations and vibrations.
Then, on the one hand, the approximation analoguous to
Eq. (47) for h2(β) becomes

Zeff � exp(−βE0)
1

1 − exp
( − βε

(vib)
eff

) ∞∑
l=0

(2l + 1)

× exp
[−l(l + 1)βε

(rot)
eff

]
, (A4)

where ε
(rot)
eff = kT

(rot)
eff and ε

(vib)
eff = kT

(vib)
eff are the rotational and

vibrational quanta which can be determined respectively from
R0 and from the shape of Veff(R) around its minimum at R =
R0: T

(rot)
eff = 88.7 K and T

(vib)
eff = 6524 K. On the other hand,

we have performed a numerical calculation of Zeff within path
integral Monte Carlo methods applied to its Feynman-Kac path
integral representation [47],

Zeff = 1

(2π (λ∗)2)3/2

∫
dR

∫
DW(ξ )

×
[

exp

[
−β

∫ 1

0
dsVeff(R + λ∗ξ (s))

]
− 1

]
, (A5)

where ξ (s) is a Brownian bridge such that ξ (1) = ξ (0) =
0, DW(ξ ) is the normalized Wiener measure, and λ∗ =
(βh̄2/m∗)1/2. At low temperatures (T � Tdiss), the truncated
trace Zeff is dominated by the contributions arising from
bound states with negative energies since the corresponding
contributions grow exponentially fast when β → ∞. Figure 13
shows that the approximation (A4) (which amounts to keeping
only bound-state contributions evaluated within the rigid rotor
model) represents quite well the Monte Carlo values for
Zeff up to T � 30 000K. Thus, we can reasonably expect a
similar accuracy for approximation (47). We note that Irwin’s
partition function [53], which accounts for rotational-vibration
coupling in molecule H2 by summing explicitly on calculated
rovibrational energy levels, provides a better fit to the Monte
Carlo data for this simplified model, but Irwin’s partition
function is available only up to 16 000 K. At high temperatures
(30 000 K and above), a precise evaluation of the contributions
besides those of the bound states, i.e., contributions arising
from diffusive states as well as those due to the truncation
terms in h2(β), becomes mandatory.
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We study a hydrogen gas at low densities within the physical picture. Recombination processes leading to the
formation of atoms and molecules are properly taken into account via the well-known Ebeling function and a
new four-body partition function. Our method provides a reliable equation of state which covers the plasma,
atomic and molecular phases.
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1 Introduction

We consider hydrogen in the low-density region of the phase diagram, where recombination processes lead to
the formation of atoms or/and molecules. Contrarily to familiar chemical approaches which assume that those
recombined entities are preformed objects with phenomenological internal partition functions and effective in-
teractions, we describe hydrogen within the so-called physical picture in terms of a quantum plasma of point
protons and electrons interacting via the Coulomb 1/r potential. Only the use of the physical picture can provide
reliable equations of state (EOS) that reach the accuracy of experimental observations. Recent advances in helio-
seismology allow one for instance to probe the equation of state (EOS) of the solar matter —composed mainly
of hydrogen — to an accuracy of better than 10−4 [1].

Atomic recombination or ionization was first considered in the framework of the physical picture by Ebel-
ing [2]. More precisely, using Morita approach, Ebeling exactly computed the second virial coefficient (SVC) in
the low-activity expansion, where atomic contributions are properly taken into account. The key quantity is some
function Q, which can be expressed as an infinite sum over both bound and scattering states of the two-body
Coulomb Hamiltonian. The finiteness of Q is ensured by the substraction from the two-body Gibbs factor of
non-integrable powers of the Coulomb potential, while the a priori divergent contributions of those powers are
regularized thanks to screening by the ionized charges present in the medium. We stress that the screening mech-
anism that regularizes both the internal atomic partition function and the ionized charge-charge interactions in
the SVC is treated in an exact way. Bound and scattering contributions are intrinsically mixed in function Q. The
tight interplay between recombination and screening is such that these two effects cannot be fully disentangled. 1

If Ebeling function Q controls atomic corrections in the almost fully ionized regime at low densities and rather
high temperatures, it was shown more recently that Q is still a central quantity for the ionization equilibrium
H ! p + e in the partially ionized regime [3, 4] which can be attained by lowering the temperature along a
low-density isochore. If temperature is further decreased beyond full atomic recombination, molecules form and
become the most important chemical species. The main purpose of this paper is the description of that molecular
recombination process within the physical picture. We show that the central quantity is now a cluster particle
function Z(2, 2) for two protons and two electrons, which can be viewed as a natural extension of Ebeling

∗ Corresponding author. E-mail: vincent.ballenegger@univ-fcomte.fr, Phone: +33 3 81 66 64 79, Fax: +33 3 81 66 64 75
1 Accordingly, the extraction from Q of an internal atomic partition function remains arbitrary. For instance the well-known Planck-

Larkin-Brillouin formula is a possible choice. Nevertheless, as far as thermodynamical properties are concerned, only the full contribution of
Q, including scattering states, plus the contributions from screening effects makes an unambiguous sense.
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function Q. Our method, briefly sketched in Sec. 2 is based on the so-called Screened Cluster Representation
for the density ρ in terms of the chemical potential µ [5, 7]. That formalism allows us to deal with the interplay
between screening and recombination into atoms, molecules, or any other species like ions H−, H+

2 ,..., in an
exact way. Cluster partition function Z(2, 2) involves not only contributions from bound states of the molecule,
but also from its dissociation products which can be associated with the various chemical equilibria H2 ! H+H,
H2 ! H+

2 + e, H2 ! H− + p, H2 ! H + p + e, and H2 ! p + p + e + e. As exposed in Sec. 2, an adequate
choice of diagrams in the Screened Cluster Representation allows one to obtain an approximate function ρ(β, µ)
which should be reliable in the considered low-density regime. Then, µ(β, ρ) is determined via a numerical
inversion, and we compute the pressure along a low-density isochore that covers the fully ionized regime at high
temperatures, the atomic phase at intermediate temperatures, and the molecular phase at lower temperatures (see
Sec. 3). Our predictions are compared to numerical results of quantum Monte Carlo simulations [6] and to the
tabulated OPAL EOS [8] derived using the ACTEX method [9]. In Sec. 4, we make some concluding comments.

2 Method

2.1 Recombination and screening

Fig. 1 A few SC diagrams in the Screened Cluster representation of the proton density. Bonds between particle clusters can
be Φ, 1

2!
Φ2 or 1

3!
Φ3.

The Screened Cluster (SC) representation is a resummed activity series expressed in terms of Mayer-like
diagrams built with particle clusters and a screened effective potential Φ [5]. In Fig. 1, we show a few diagrams
in the SC representation of the proton density ρp = ρe = ρ. The SC diagrams account, simultaneously and
consistently, for

• Recombination: The statistical weights of particle clusters Z(Np, Ne) incorporate the contributions of
bound states, because both quantum mechanics and Coulomb interactions are treated non-perturbatively.

• Screening: All large-distance contributions of diffusive states are finite, because effective interactions be-
tween particle clusters are screened.

When the density tends to zero, bare Coulomb Hamiltonians HNp,Ne = −∑N
i=1

!2

2mαi
∆i + 1

2

∑
i#=j

eαi
eαj

|ri−rj |
(where αi = p, e is the species of the ith particle, eαi its charge and mαi its mass) emerge at leading order in the
statistical weights of particle clusters. The corresponding cluster partition functions Z(Np, Ne) reduce to finite
truncated traces Tr[exp(−βHNp,Ne

−. . .)]. The counter-terms substracted from Gibbs operator exp(−βHNp,Ne
)

cancel out long-range divergences in the trace, while their own a priori divergent contributions remain finite
thanks to the introduction of the screened potential Φ. That exact construction, which gives rise in particular to
diagrams made up of two or more clusters connected by bonds Φ, 1

2!Φ
2 or 1

3!Φ
3, is systematically performed

through the whole activity series [5]. Chemical species naturally emerge in cluster partition function Z(Np, Ne),
which involves contributions from both bound and diffusive states.

The individual contributions of an atom H arise in diagram (b) shown in Fig. 1, and they are embedded in
cluster partition function Z(1, 1). The contributions of the counter-terms associated to the truncation in Z(1, 1)
are embodied in diagrams p− 1

n!Φ
n−e with n = 1, 2, 3 (for instance diagram (c) when n = 1). Cluster partition

function Z(1, 1) is in fact merely related to Ebeling function Q(β). Similarly, hydrogen molecules H2 emerge
in diagram (d), and their contributions are embedded in cluster partition function Z(2, 2). All possible species
resulting from molecular dissociation, namely p, e, H, H+

2 and H− arise in the truncation of exp(−βH2,2). If
cluster partition function Z(2, 2) contains contributions from all thermally excited states, the molecular ground-
state contribution prevails in the zero-temperature limit.

Diagrams with bonds between the clusters describe screened interactions between the involved entities. Graph
(f) accounts for instance for long-range van der Waals interactions between two H atoms, while graph (d) contains
contributions linked to their short-range interactions.
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2.2 Computation of the EOS at low densities

Along a low-density isochore, ρ < 10−2 g/cc and for not too low temperatures T > 103 K, we have estimated
the SC diagrams that provide the most important contributions to the density ρ(β, z) where β = 1/(kT ) and
z = exp(βµ) is the fugacity 2. It turns out that the relevant diagrams account for ideal contributions of ionized
charges, atoms H, molecules H2, plasma polarization and interactions between ionized charges and atoms H.
All other diagrams, in particular those describing ions H+

2 and H− or interactions between molecules can be
neglected. This provides a quite reasonable approximation for ρ(β, z), which takes a polynomial form in

√
z

with temperature-dependent coefficients. Most coefficients can be calculated analytically, while we used a simple
approximation for Z(2, 2) introduced in Ref. [13].

The pressure P (β, ρ) is then computed as function of temperature and density by eliminating numerically the
fugacity z between equations ρ = ρ(β, z) and βP = z∂/∂zρ(β, z). Notice that, by construction, the present
calculation reproduces the first terms of the known exact asymptotic expansions, namely, on the one hand, the
virial expansion [10, 11] valid in the almost fully ionized regime ρ → 0 at T fixed, and, on the other hand, the
Scaled Low Temperature (SLT) expansion [4] valid in the Saha atomic regime T → 0 with ρ ∼ e−|EH |/(kT ).

3 Numerical results

3.1 At very low densities

At very low densities, molecules are very scarce along the full isochore, except at very low temperatures. Then,
the pressure remains close to the predictions of Saha theory which describes an ideal mixture of ionized protons,
ionized electrons and atoms in their groundstate. We plot in Fig. 2 the deviation β(P−PSaha)/ρ, on a logarithmic
scale, along a very-low density isochore ρ = 10−10 g/cc. That deviation agrees with the first two simple terms
P1 (plasma polarization) and P2 (molecular recombination) of the fully analytical SLT expansion [4], apart at
very low temperatures where the pressure approaches ρkT/2 as expected.

Fig. 2 Log plot of deviations to the ideal Saha pressure along isochore 10−10 g/cc. Our predictions (solid line) are compared
to the analytical SLT expansion (dashed line) and to the tabulated OPAL equation of state (circles). The crosses correspond
to the OPAL EOS modified to account for the finite mass of the proton in the binding energy of the hydrogen atom, i.e. using
EH = −me4/(2!2) " −13.5983 eV instead of EH " 1 Ry = −mee

4/(2!2) " −13.65057 eV. We corrected the OPAL
values only at the level of the ideal terms: POPAL, corr = POPAL + PSaha[EH ]− PSaha[1 Ry].

3.2 At low and moderate densities

Now we consider an isochore at moderate densities, typically ρ = 10−3 g/cc as shown in Fig. 3. At high
temperatures, entropy wins and the gas is almost fully ionized, with pressure close to its ideal value 2ρkT .
When temperature is lowered, energy enters into the game, so atomic recombination takes place and a first

2 As rigorously proved in Ref. [12], only the mean chemical potential µ = (µp + µe)/2 of protons and electrons is relevant in the
thermodynamical limit, and it entirely determines the common particle density ρ = ρp = ρe.
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plateau appears with pressure close to the ideal expression ρkT for a purely atomic gas. If we further lower the
temperature, energy favors molecules since they are more stable than atoms. Then a second plateau appears with
pressure close to the ideal value ρkT/2 for a purely molecular gas.

The cross-over between the plasma and atomic phases is well captured by the thermal effects contained in
function Q which suitably corrects the predictions of Saha theory. In that region, the agreement between our
calculations, the OPAL EOS [8] and Path Integral Monte Carlo (PIMC) simulations [6] is very good.

At temperatures lower than about 104 K, the cross-over between the atomic and molecular phases is crucially
controlled by function Z(2, 2). Our predictions deviate then somewhat from those of OPAL, while the numerical
results of PIMC simulations have rather large uncertainties.

Fig. 3 Pressure along isochore 10−3 g/cc.
Crosses correspond to the OPAL EOS, as in
Fig. 1. Numerical results of PIMC simula-
tions [6] are also shown with their error bars.

Along the two considered isochores, the ionized charges remain always weakly coupled. The order of magni-
tude of the coupling constant Γ can be estimated within the reasonable ad-hoc definition of the density of ionized
charges as the sum of all SC diagrams (see Fig. 1) for which the root proton is the sole particle in the root cluster.
For isochore ρ = 10−3 g/cc, this provides Γmax = 0.24 which is reached when T % 28 760 K.

Notice that the order of magnitude of the cross-over temperatures between the successive ionized, atomic
and molecular phases can be estimated from a simple criterion on the chemical potential, inspired by the atomic
and molecular limit theorems at zero temperature [14, 15], which amounts to compare ideal densities of the
corresponding chemical species in their groundstate. This provides T % 9000 K (isochore 10−10 g/cc) and
T % 40000 K (isochore 10−3 g/cc) for atomic recombination, while T % 1700 K (isochore 10−10 g/cc) and
T % 3200 K (isochore 10−3 g/cc) for molecular recombination. The comparison to our results displayed in Figs.
2 and 3 shows that the location of the cross-over between the plasma and the atomic gas is roughly recovered,
while the discrepancy is larger for the transition to the molecular gas. This is not unexpected, since hydrogen
molecules are obviously highly excited rotationally at the temperatures considered in Fig. 3.

4 Conclusions and perspectives

Within the physical picture, we have derived a reliable EOS which works rather well at low densities over a broad
range of temperatures. Its key ingredients are Ebeling function Q and cluster partition function Z(2, 2), which
only depend on temperature T and on the fundamental constants !, e, mp, me. Those functions are essential for
describing properly the plasma-atomic and atomic-molecular cross-over regions.

Because of our poor knowledge of the exact spectrum of four-body Hamiltonian H2,2, we had to use an
approximate form for function Z(2, 2). An obvious improvement would be to better estimate that function, for
instance through computationally exact numerical methods. Moreover, further studies of its analytical properties
would be helpful for deriving simple modelizations of Z(2, 2). Such modelizations could then be used for
constructing suitable internal molecular partition functions involved in chemical approaches applied to higher-
density regimes.

c© 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cpp-journal.org

A-84



Contrib. Plasma Phys. 52, No. 1 (2012) / www.cpp-journal.org 99

References
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The strengths and shortcomings of the point dipole model for polar fluids of spherical
molecules are illustrated by considering the physically more relevant case of extended dipoles
formed by two opposite charges � q separated by a distance d (dipole moment �¼ qd).
Extensive molecular dynamics simulations on a high-density dipolar fluid are used to analyse
the dependence of the pair structure, dielectric constant � and dynamics as a function of the
ratio d/� (� is the molecular diameter), for a fixed dipole moment �. The point dipole model
is found to agree well with the extended dipole model up to d=� ’ 0:3. Beyond that ratio,
� shows a non-trivial variation with d/�. When d=�>0:6, a transition is observed towards
a hexagonal columnar phase; the corresponding value of the dipole moment is found to be
substantially lower than the value of the point dipole required to drive a similar transition.

1. Introduction

Highly polar fluids are particularly important in

many areas of physical chemistry, chemical engineering

and biology, because of their role as solvents leading

to electrolyte and polyelectrolyte dissociation. Water is

of course the most important among polar liquids,

but because of its complex behaviour, primarily linked

to the formation of hydrogen-bond networks, much

theoretical work has focused on simpler models invol-

ving spherical molecules with point dipoles. The best

known and most widely studied examples are dipolar

hard spheres (DHS), dipolar soft spheres (DSS), and

the Stockmayer model (dipolar+Lennard-Jones inter-

actions). A long-standing problem, going back to the

classic work of Onsager [1] and Kirkwood [2], is to

relate the dielectric response of a polar fluid to

molecular dipole fluctuations and correlations (for

reviews, see [3]). Subtle conceptual and numerical

problems arise in molecular dynamics or Monte Carlo

simulations of finite samples of polar fluids, which are

linked to the infinite range of the dipolar interactions,

so that boundary conditions must be treated adequately.

These issues were resolved in the early 1980s, for both

the reaction field and the Ewald summation imple-

mentations of boundary-conditions [4–6]. Despite this

theoretical progress, accurate estimates of the dielectric

permittivity of simple polar fluids by numerical simu-

lation remain a very challenging task, because large

fluctuations of the total dipole moment of the sample

occur on a relatively long time scale (of the order of

10 ps), leading to a very slow convergence rate for the

dielectric constant [7, 8] (see also } 3).

More recently, it was realized that simple dipolar

liquids can form a ferroelectric nematic phase for

sufficiently large dipole moments [9–11]. This transi-

tion is intimately related to the formation of chains of

dipoles aligned head-to-tail, which prevent the forma-

tion of a proper liquid phase in the Stockmayer model

if the dispersive energy is below a certain threshold [12].

However, point dipoles represent a limiting situation,

never achieved in real polar molecules, which are

characterized by extended charge distributions linked

to electronic charge transfer from electron donors to

electron acceptor atoms. In simple heteronuclear dia-

tomic molecules such as CO or HF, this situation can

be modelled by assigning fractional charges of opposite

sign to sites that are separated by a distance d, typically

of the order of 0.1 nm [13]. Such situations, or more

complicated ones involving more than two atoms, can

be mimicked by adding higher-order point multipoles

to a point dipole [14], but such an expansion will require

more and more high-order multipoles as two molecules

approach each other.

In this paper, we present a systematic investigation of

the structure, dielectric response and phase behaviour

of a simple model involving spherical molecules carrying

extended (rather than point) dipoles resulting from

opposite charges � q, each displaced symmetrically by*Author for correspondence. e-mail: vcb25@cam.ac.uk
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a distance d/2 from the centre of the molecule. We study

how the properties of the polar liquid change when d

is increased from zero, varying q simultaneously so that

the dipole moment jlj ¼ qd remains constant. Although

polar molecules are never spherical, the model investi-

gated in this paper, which focuses on the electrostatic

rather than steric interactions, is the simplest ‘natural’

extension of the dipolar sphere model towards a more

realistic representation of highly polar fluids. Some

studies on the structure of similar models with extended

dipoles have been published previously, but without an

investigation of their bulk dielectric properties [15, 16].

2. The model and simulation details

We consider a polar fluid made up of spherical

molecules with two embedded point charges � q located

at � d=2 from the centre of the sphere (see figure 1).

The distance jdj is assumed fixed, so the molecule is

not polarizable and carries a permanent dipole moment

l ¼ qd.

Placing the origin at the centre of the sphere, the

multipole moments qlm ¼
R

Y�
lmð�; �Þrl�ðrÞ d

3r, where

�ðrÞ ¼ qdðd=2Þ � qdð�d=2Þ is the molecular charge

distribution [17], are

qlm ¼ 2q
d

2

� �l
ffiffiffiffiffiffiffiffiffiffiffiffiffi

2l þ 1

4p

r

if l odd and m=0

0 otherwise.

8

<

:

ð1Þ

The next non-vanishing moment after the dipole is thus

the octopole, since the quadrupole moment vanishes by

symmetry for this choice of origin.

The interaction energy between two molecules is given

by the sum of a Lennard-Jones interaction

VLJðrÞ ¼ 4u
�

r

� �12

� �

r

� �6
� �

ð2Þ

and the four Coulombic energies due to the point

charges. On figure 2, the electrostatic energy at con-

tact is compared to a truncated multipolar expan-

sion containing the dipole–dipole and dipole–octopole

interactions. The configuration of lowest energy occurs

when the molecular dipoles are aligned head-to-tail

(� ¼ �2 ¼ 0). This minimum energy is lower for extended

than for point dipoles.

A thermodynamic state of the fluid is specified by the

values of the dimensionless parameters:

� reduced density: �� ¼ ��3;

� reduced temperature: T� ¼ kT=u;
� reduced dipole moment: �� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2=�3u
p

;

� reduced dipole elongation: d� ¼ d=�:

We studied the influence of dipole elongation on

properties of a dense highly polar fluid phase charac-

terized by �*¼ 0.82, T *¼ 1.15, �*¼ 1.82.y The

reduced moment of inertia of our molecules was

I � ¼ I=m�2 ¼ 0:117, but equilibrium quantities, such

as the dielectric constant and distribution functions, are

independent of I *. We also performed simulations of a

dipolar soft sphere fluid at �*¼ 0.8, T *¼ 1.35 and

�*¼ 2. This thermodynamic state point of the DSS fluid

has been extensively studied by Kusalik in the case of

point dipoles [7, 18].

In all calculations, we employed periodic boundary

conditions. We choose the spherical geometry, that is

the periodic replications of the basic cubic simulation

cell form an infinite sphere, which is itself embedded in

an infinite region of dielectric constant �0. In this case,

the Hamiltonian of the system is

H ¼
X

N

i<j¼1

ðVLJðrijÞ þ qiqjCðrijÞÞ �
�

p1=2

X

N

i¼1

q2i þ
2pM2

ð2�0 þ 1ÞL3
;

ð3Þ

yOur parameters in dimensioned units were T ¼ 300K,
� ¼ 2:45D, � ¼ 0:3668 nm, m ¼ 10 u, I ¼ 0:156 u nm2,
u ¼ 2:1747 kJmol�1.
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Figure 2. Electrostatic interaction energy of two molecules
at contact (jrj ¼ �) for d ¼ �=2.

d
s

Figure 1. A polar molecule with an extended dipole moment.
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where L is the side of the box, M ¼
P

i qiri is the total

dipole moment, and

CðrÞ ¼
X

n2Z3

erfcð�jrþ nLjÞ
jrþ nLj

þ 1

pL

X

n6¼0

1

jnj2
exp

�p2jnj2
�2L2

þ 2pi

L
n � r

� �

: ð4Þ

The last term in (3) accounts for the work done against

the depolarizing field created by surface charges induced

on the spherical boundary. This term vanishes only for

metallic boundary conditions (�0 ¼1). The Ewald sums

in C(r) were evaluated using the smooth particle mesh

Ewald method [19] (Ewald coefficient �¼ 3.4705 nm�1,

grid size 32� 32� 32, interpolation order 6). The

interactions were truncated beyond 0.9 nm, both for the

real space Ewald sum and for the Lennard-Jones

interactions.

Molecular dynamics simulations were carried out

using the simulation package gromacs [20]. The

equations of motion were integrated using the so-called

leap-frog algorithm with a reduced time step of dt� ¼
dt=ðm�2=uÞ1=2 ¼ 0:0025. The temperature was kept

constant using a Berendsen thermostat. Equilibration

periods lasted at least 100 ps (50 000 time steps), and

were followed by data-producing runs of 8 ns or more.

The number of molecules was 512 in calculations of

the dielectric constant (} 3), and 5555 in calculations of

correlation functions (} 4).

3. Dipole fluctuations and dielectric constant

The dielectric constant of a homogeneous and isotropic

fluid can be calculated from the fluctuation formula

(see, for example, [21])

ð�� 1Þð2�0 þ 1Þ
2�0 þ �

¼ 4p

3V

M2
� 	

kT
; ð5Þ

which holds for a macroscopic spherical sample of

volume V surrounded by a medium of dielectric

constant �0. The results obtained for the dielectric

constant are independent of the choice of �0, provided
the boundary term in equation (3) is properly taken

into account. We employed metallic boundary condi-

tions, because they are known to produce smaller

uncertainties in estimates of � than finite values of �0

[5, 22] (see also below). The fluctuation formula reduces

in this case to

� ¼ 1þ 3y hgi; g ¼ M2

N�2
; ð6Þ

where the dimensionless parameter y ¼ 4p���2=9 ’3.31

at the state point under consideration.

Table 1 shows the influence of the dipole elongation

on some properties of the Stockmayer fluid, namely

on the dielectric constant �, the diffusion constant D,

the dielectric relaxation times 	M and 	�, the reduced

configurational energy U� ¼ U=ðNuÞ, and the reduced

pressure p� ¼ p �3=u. The diffusion constant was calcu-

lated from Einstein’s relation

jriðtÞ � rið0Þj2
� 	

¼ 6Dt; t ! 1: ð7Þ

The relaxation times 	M and 	� were determined from

the autocorrelation functions CMðtÞ ¼ MðtÞ �Mð0Þ
� 	

=

Table 1. Influence of dipole elongation on some properties of a Stockmayer fluid at �* ¼ 0.82, T* ¼ 1.15 and �* ¼ 1.82.

d/� � 	M (ps) 	� (ps) D ð10�5 cm2=sÞ p* U*

0.02 99.6(� 1.4) 2.21 0.50 11.7 0.42 �10.1

0.3 98.4(� 1.5) 2.64 0.54 11.6 0.45 �10.2

0.4 94.0(� 1.5) 2.88 0.63 11.5 0.45 �10.3

0.5 92.4(� 1.7) 4.14 0.88 10.6 0.42 �10.6

0.6 102.3(� 3.2) 11.44 2.01 8.7 0.26 �11.7

0.61 104.7(� 3.6) 13.97 2.36 8.5 0.23 �11.9

0.62 100.8(� 3.5) 14.81 2.79 7.9 0.19 �12.1

0 1 2 3 4 5 6 7 8 9 10
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Figure 3. Autocorrelation functions CMðtÞ and ClðtÞ, for
the value d ¼ �=2. The inset shows a logarithmic plot,
confirming the exponential behaviour of CMðtÞ.
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M2
� 	

and ClðtÞ (see figure 3). For t>0:3 ps, CMðtÞ
exhibits an exponential decay expð�t=	MÞ typical of

a Debye dielectric. The relaxation of ClðtÞ is not well

fitted by a single exponential, and the corresponding

relaxation time was estimated from the integral of ClðtÞ.
We show in figure 4 the variation of the dielectric

constant with dipole elongation for a Stockmayer fluid

and for a dipolar soft sphere fluid. For almost point

dipoles (d*¼ 0.02), our result for the dielectric constant

of the DSS fluid is in good agreement with the value

98� 2 reported by Kusalik et al. [23]. At the state point

under consideration, the Stockmayer fluid has almost

the same dielectric constant: �point ¼ 99:6� 1:4. Our

data show that when d* increases, the dielectric constant

decreases and reaches a minimum about 6% lower than

�point at d� ’ 0:55. When d* is further increased, the

dielectric constant increases rapidly above �point, up to

the critical distance d�
c ’ 0:63. At this critical distance,

a phase transition occurs from an isotropic fluid to an

orientationally ordered ‘liquid crystal’ phase (see } 5).

The simulations show that the point dipole model

gives a reliable estimate of the dielectric constant over a

very wide range of extensions d, namely up to the point

where the system undergoes a phase transition. The

weak sensitivity of the dielectric constant on the

extension of the dipole, which contrasts with the large

sensitivity observed in water models [24], may be due to

the absence of a quadrupole moment in our molecules.

It is clear from table 1 that the dynamics of the fluid

slows down when d is increased: the diffusion coefficient

D drops and the relaxation times increase. This slow-

down is due to the formation of head-to-tail dipolar

chains in the system. Their entanglement makes these

chains less mobile than individual molecules in the

present high-density regime.

Long runs were needed to obtain even moderate

accuracy (about 2%) in the estimated dielectric con-

stants. Figure 5 shows the running estimate of � as a

function of simulation time. The slow convergence,

especially for large elongations of the dipole, can be

traced back to the long relaxation times 	M, as shown

by the following error analysis.

By definition, the probability distribution of the

sample having a total dipole moment of magnitude M

and arbitrary orientation is given by

PðMÞ / 4pM2e��FðMÞ; ð8Þ

where FðMÞ is the free energy of the system. From

macroscopic electrostatics, the energy of a spherical

dielectric sample, of dielectric constant � and carrying

a uniform polarization M=V , is

UðMÞ ¼ 2pM2

V

2�0 þ �

ð�� 1Þð2�0 þ 1Þ ; ð9Þ

where �0 is the dielectric constant of the surrounding

medium. Following Kusalik [25], we combine equa-

tions (8) and (9) with the approximation FðMÞ ’
Fð0Þ þUðMÞ. This leads to the following expression

for the probability distribution of fluctuations

g ¼ M2=ðN�2Þ:

PðgÞ ¼ Ag1=2 e��g; � � 9y

2

2�0 þ �

ð�� 1Þð2�0 þ 1Þ ; ð10Þ

where the normalization constant is A ¼ 2ð�3=pÞ1=2. The
mean of this distribution is g

� 	

¼ 3=ð2�Þ, in agreement
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Figure 4. Dielectric constant of a Stockmayer fluid (�*¼
0.82, T *¼ 1.15, �*¼ 1.82, continuous line) and of a
dipolar soft sphere fluid �*=0.8, T *=1.35, �*¼ 2,
dashed line) as a function of dipole extension.
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Figure 5. Convergence of � with simulation time, for dipole
elongations d*¼ d=� ¼ 0, 0.3, 0.4, 0.5 and 0.6.
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with the fluctuation formula (5). Though the distribu-

tion (10) neglects changes in entropy and is valid only

in the linear regime, it gives a good description of

fluctuations of the total dipole moment observed in

simulations of highly polar fluids [23].

The dielectric relaxation time 	M gives a time scale

for two measurements of M2 to be independent. In

a simulation of total duration t, the distribution (10) is

thus sampled n ’ t=	M times. After n such independent

measurements, the standard deviation in the average
Pn

i¼1 gi=n of the g factor is �g; n ¼ �g=n
1=2 where

�2
g ¼ ðg� hgiÞ2

� 	

¼ 3=ð2�2Þ is the variance of the dis-

tribution (10). The expected relative uncertainty in the g

factor,

I gh i �
�g; n

g
� 	 ¼

ffiffiffiffiffi

2

3n

r

¼
ffiffiffiffiffiffiffiffiffi

2

3

	M

t

r

; ð11Þ

depends therefore on the boundary condition �0 only via

the relaxation time 	M. Solving (5) for �, one has

�� 1 ¼
3y g

� 	

ð2�0 þ 1Þ
2�0 þ 1� 3y g

� 	 : ð12Þ

By the rules of propagation of errors, the relative

uncertainty in the dielectric constant minus one is thus

I��1 ¼
2�0 þ �

2�0 þ 1

ffiffiffiffiffiffiffiffiffi

2

3

	M

t

r

: ð13Þ

The error bars in figure 4 were determined from this

formula, and are in agreement with the fluctuations

observed in figure 5. In a Debye dielectric, the relaxation

time 	M is related to the Debye relaxation time 	D
(which is independent of boundary conditions) by [26]

	M ¼ 2�0 þ 1

2�0 þ �
	D: ð14Þ

Inserting (14) into (13), we see that larger values of

�0 will lead to smaller uncertainties in the dielectric

constant. This explains the faster convergence of �

observed when using metallic boundary conditions

[5, 22].

According to the present analysis, the slow conver-

gence of �, as determined from the fluctuation formula,

is due to the large value of the Debye dielectric

relaxation time [8] and the rather broad distribution

P(g). Moreover, the uncertainties in � are independent

of system size, as long as it is macroscopic. In large

systems, it may therefore be favourable to determine �

from correlation functions rather than from the

fluctuation formula.

4. Structure

4.1. The pair distribution function

The pair distribution function hð1; 2Þ ¼ hðr; l1; l2Þ of

the infinite system can be expanded in rotational

invariants [27]:

hð1;2Þ ¼ h000ðrÞþh110ðrÞF110ð1;2Þþh112ðrÞF112ð1;2Þþ �� � ;

where

F110ð1; 2Þ ¼ l̂l1 � l̂l2, ð15Þ
F112ð1; 2Þ ¼ 3ðl̂l1 � r̂rÞðl̂l2 � r̂rÞ � l̂l1 � l̂l2: ð16Þ

The functions Fl1l2l form an orthogonal basis for the

angular dependence of h(1, 2). The first projections are

h000ðrÞ ¼ hð1; 2Þ
� 	

l1;l2
¼ gðrÞ � 1; ð17Þ

h110ðrÞ ¼ 3 hð1; 2ÞF110ð1; 2Þ
� 	

l1;l2
; ð18Þ

h112ðrÞ ¼ 3

2
hð1; 2ÞF112ð1; 2Þ
� 	

l1;l2
; ð19Þ

where � � �h il¼
R

� � � dOl=4p denotes an unweighted

angular average over the orientations of l.

Plots of h000ðrÞ and h112ðrÞ are shown in figure 6 for

three elongations d of the dipole. As d is increased, the

stronger multipolar moments carried by the molecules

lead to a slight reduction of the fluid structure as

measured by the centre-to-centre distribution g(r), but

more orientational order, as measured by the projec-

tions h112ðrÞ and h110ðrÞ (the latter projection, not shown
in the figure, closely resembles h112ðrÞ).

The projection h112ðrÞ is related to the dielectric

constant of the fluid by the formula

lim
r!1

r3h112ðrÞ ¼ ð�� 1Þ2

�

1

4p�y
; ð20Þ
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Figure 6. Projections h000ðrÞ and h112ðrÞ of the pair
correlation function for three values of d� ¼ d=�.
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first derived by Nienhuis and Deutch [28]. A 512-

molecule system with a half box size of L=2� ¼ 4:3 is

too small to reach the asymptotic limit (20). The results

for the correlation function shown in figures 7–10 were

hence obtained using a larger system (simulation of 5555

molecules during 6 ns) under the same conditions

(�*¼ 0.82, T*¼ 1.15, �*¼ 1.82, d ¼ �=2, �0 ¼1).

Now L=2� ¼ 9:55, and figure 7 shows that r3h112ðrÞ
does reach the asymptotic value (20) at a distance

r ’ 7�, as in the case of point dipoles [18]. In [18], it was

observed that r3h112ðrÞ drops sharply for r greater than

L/2, even when the reduced size of the volume element is

properly taken into account in the normalization. In a

system with long range forces, care must be exercised in

the interpretation of correlation functions at distances

larger than half the box length (since the Ewald

potential differs strongly from the Coulomb potential

at these distances). Caillol analysed this problem

carefully, and derived a formula for the asymptotic

behaviour of h112ðrÞ valid for distances up to
ffiffiffi

2
p

L=2 [29].

Estimations of the dielectric constant from equation (20)

become more accurate when the size of the system is

increased, contrary to estimations based on the fluctua-

tion formula.

The projection h110ðrÞ is also related to the dielectric

constant, since the fluctuation formula (5) can be written

in the Kirkwood formy

ð�� 1Þð2�0 þ 1Þ
2�0 þ �

¼ 3y 1þ 4p�

3

Z 1

0

h110�0 ðrÞr2 dr
� �

: ð21Þ
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Figure 7. Convergence of r3h112ðrÞ at large distances towards
the limit (20). Data from a 6 ns long simulation of a system
of 5555 molecules (�*¼ 0:82, T *=1.15;�*¼ 1:82,
d *¼ 0:5).
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Since the LHS of equation (21) depends on �0, the

projection h110ðrÞ must also be sensitive to this boundary

condition, whence the introduction of a subscript �0.
Figure 8 shows a plot of r2h1101 ðrÞ, and the integral of

this function, for the same system as in figure 7. The

correlations extend up to r ’ 7�, just as in the case of

h112ðrÞ. This distance corresponds to the scale beyond

which the fluid behaves as a continuum dielectric and

obeys the equations of macroscopic electrostatics.

Though formula (21) is equivalent to (5), it is

worthwhile to discuss how the pair correlation function

depends on the dielectric constant of the external

medium. This problem has been addressed in [28] (see

also the perturbation theory presented in [5]); here, we

hope to give a clear and concise answer to the above

question, using simple physical arguments to justify the

formulas.

In a spherical sample, h110�0 ðrÞ is in fact the only

projection, among all the hl1l2l, to be strongly affected

by the boundary condition �0. This is due to the surface

term in the Hamiltonian (3), which corresponds to an

interaction energy between two molecules

4p

2�0 þ 1

l1 � l2
V

; ð22Þ

which has the angular dependence of F110ð1; 2Þ.
As the interaction (22) is independent of the distance

between the molecules, h110�0 ðrÞ does not decay in general

to zero at infinity, but rather to an �0-dependent
constant. We will prove below that this constant is

lim
r!1

h110�0 ðrÞ ¼ 2

V

ð�� 1Þ2

3�y�

�0 � �

2�0 þ �
ð23Þ

in the spherical geometry [5, 28, 29]. The constant (23)

vanishes only when using the boundary condition �0 ¼ �,

which mimics an infinite sample, or in the thermo-

dynamic limit V ! 1 (which is never reached in

simulations). The limit (23) is achieved in practice at

distances large compared to the decay length of h110ðrÞ,
but small compared to the size of the system.

The fact that h110�0 ðrÞ contains the Oð1=VÞ constant

contribution (23)at largedistances ensures thatKirkwood

formula (21) gives consistent results for different bound-

ary conditions. Indeed, when h110�0 ðrÞ is integrated over

the volume V ¼ 4pR3=3 of a large sample, as in the RHS

of equation (21), the constant (23) gives a finite contribu-

tion to the integral that is precisely what is required

to match the �0-dependence of the LHS of the equation.

In other words, equations (22) and (23) imply that

4p

Z R

0

h110�0 ðrÞr2 dr ¼ 4p

Z R

0

h110� ðrÞr2 drþ Vh110�0 ð1Þ;

when the samples are large enough (i.e. in the limit

R ! 1). When this identity is inserted into Kirkwood

formula (21), it is immediately clear that the predicted

dielectric constant is independent of �0.
In order to prove equation (23) with simple physical

arguments, we need to recall two basic results from the

statistical mechanics of polar liquids. The first result

is the expression of the density �ðr; lÞ of molecules at

r with orientation l in a polarized sample permeated by

a macroscopic field EðrÞ: [30]

�ðr; lÞ ¼ �

4p
1þ �� 1

3y
�l � EðrÞ

� �

þOðE2Þ ð24Þ

( y is defined after equation (6)). This formula is consis-

tent with the constitutive relation PðrÞ ¼ ð�� 1Þ=ð4pÞEðrÞ
of macroscopic electrostatics, since the average polari-

zation density in the fluid is by definition PðrÞ ¼
R

�ðr; lÞldOl.

The second result we need is the expression of the

effective dipole moment leff of a polar molecule held

fixed in a polar liquid (leff is defined as l, the dipole

moment of the fixed molecule, plus the total dipole

moment of the screening cloud around l). One may first

think naively that leff ¼ l=�: the fluid would screen the

dipole according to its dielectric constant. But this

would be treating the polar fluid as a dielectric

continuum everywhere, including in the interior of the

fixed molecule, which is obviously wrong. An exact

statistical mechanical calculation shows that the right

answer is [31]

l
eff ¼ �� 1

3y�
l: ð25Þ

(The expression ð�� 1Þ=3y� can itself be interpreted

as being composed of a factor ð�� 1Þ=3y arising from

local correlations around l, times the expected factor

1=� due to screening by distant molecules). With these

two results in mind, we can now understand easily

formulas (20), (22) and (23).

The result (20) for the large-distance behaviour of

the pair correlation function h(1, 2) can be seen as a

straightforward consequence of the screening effect (25).

By definition of the distribution functions, the density

of molecules at r2 with orientation l2, when a molecule

is known to be located at 1 ¼ ðr1; l1Þ is

�ð2j1Þ ¼ �ð2; 1Þ
�ð1Þ ¼ �

4p
ð1þ hð1; 2ÞÞ: ð26Þ

From (25), the electric field due to the fixed molecule

l1 is equivalent, at large distances r12 ¼ r2 � r1, to that

of a renormalized dipole moment leff1 . This dipolar field
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�J2ðleff1 � J1Þjr12j�1 is locally uniform and weak, so we

can apply the linear response result (24). Using (24) and

(25), we find that

�ð2j1Þ �
jr12j!1

�

4p
1� ð�� 1Þ2

9y2�
�vdipð1; 2Þ

� �

; ð27Þ

where vdipð1; 2Þ ¼ ðl1 � J1Þðl2 � J2Þjr12j�1 is the dipolar

potential, and we assume an infinitely extended sample.

Comparing (26) and (27), we obtain the asymptotic

behaviour of the pair correlation function:

hð1; 2Þ �
jr12j!1

ð�� 1Þ2

9y2�
ð��vdipð1; 2ÞÞ: ð28Þ

The result (20) follows then upon inserting (28) into (19).

Formula (23) can be interpreted in a similar way,

namely as arising from the interaction of a molecule

with the reaction field produced by the screened dipole

moment of another molecule. We recall from macro-

scopic electrostatics that a dipole l1 at the centre of a

spherical sample of radius R and dielectric constant �,

surrounded by a dielectric medium �0, produces a

uniform reaction field

E
½�;�0	
R ðl1Þ ¼

2

�

�0 � �

2�0 þ �

l1

R3
ð29Þ

inside the sample, because of the surface charge density

induced at the dielectric discontinuity [32]. In a finite

spherical sample, a molecule at a position r2 far enough

from l1—so that it does not disturb the screening cloud

around it—will interact therefore not only with the

dipolar field of leff1 , as in (27), but also with the reaction

field ERðleff1 Þ produced by the screened dipole moment

of this molecule. From (24), a term

�

4p
� �� 1

3y
�l2 � E

½�;�0	
R ðleff1 Þ; ð30Þ

must hence be added to (27) in a finite spherical sample.

The pair correlation at large distances, equation (28),

includes then the additional contribution

4p

3V

2ð�� 1Þ2

9y2�

�0 � �

2�0 þ �
�l2 � l1; ð31Þ

where we used (29), (25) and V ¼ 4pR3=3. Formula

(23) follows now from projecting (31) onto

F110ð1; 2Þ ¼ l̂l1 � l̂l2 according to (18).

We conclude this discussion by noting that the

interaction energy (22) used in the simulations, or

equivalently the surface term in the Hamiltonian (3),

can also be interpreted in terms of a reaction field effect.

Indeed, each polar molecule in the sample will create a

reaction field, acting on itself and on all other molecules,

that are given by equation (29) with � ¼ 1. Since the

Ewald sums (4) give the electrostatic energy between the

molecules in the case of a sample surrounded by a metal

(�0 ¼1), the correction to this energy to be used in the

Hamiltonian of a spherical system with boundary

condition �0 is

1

2

X

N

i;j¼1

ð�liÞ � E
½1;�0	
R ðljÞ � E

½1;1	
R ðljÞ

h i

¼ 2pM2

ð2�0 þ 1Þv ; ð32Þ

in agreement with (3).

4.2 Site–site correlations

Contrary to the point dipolar fluid model, the present

model with extended dipoles has well-defined site–site

distribution functions hþþðrÞ ¼ h��ðrÞ and hþ�ðrÞ [33].

From these we get the charge–charge correlation

function SðrÞ ¼ SintraðrÞ þ SinterðrÞ, where

SinterðrÞ ¼ 2q2�2ðhþþðrÞ � hþ�ðrÞÞ ð33Þ

describes the intermolecular correlations, while

SintraðrÞ ¼ 2q2�dðrÞ � 2q2�
dðjrj � dÞ
4pd 2

ð34Þ

is the intramolecular correlation function for a molecule

with a rigid dipole of extension d. The charge–charge

correlation is of special interest, because it satisfies the

two sum rules [34]:

neutrality :

Z

SðrÞ d3r ¼ 0; ð35Þ

Stillinger–Lovett :
1

�
¼ 1þ 2p�

3

Z

d3r r2 SðrÞ: ð36Þ

The site–site correlation functions and S(r) are shown

on figure 9 for d ¼ �=2. The charge neutrality sum rule

is found to be accurately satisfied:

�

Z 1

0

ðhþþðrÞ � hþ�ðrÞÞr2 dr ’ 8:8� 10�5: ð37Þ

The Stillinger–Lovett sum rule allows in principle the

determination of the dielectric constant from S(r), but

this route is not practicable in a computer simulation,

because of the unfavourable ratio ð1� �Þ=� which

saturates for large �, and also because it is difficult to

determine the second moment of SinterðrÞ accurately.

Figure 10 shows, however, that equation (36) is satisfied

within the uncertainties of our data.
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5. Orientational order

When the molecular dipole has an extension greater

than d ’ 0:64�, the simulations show spontaneous

formation of orientationally ordered phases, starting

from random initial configurations. At the state point

under consideration (�*¼ 0.82, T *¼ 1.15), we observed

phase coexistence between a dense liquid crystal and

a very dilute gas. In order to deal with pure phases,

we performed simulations at constant pressure

(p� ¼ p �3=u ¼ 0:22), rather than constant volume, for

d 
 0:62�.

The occurrence of orientational order was monitored

by computing two order parameters. The rank-one

order parameter P1 is defined as

P1 ¼
Mk
� 	

N�
; ð38Þ

where Mk � M � n̂n is the projection of the total dipole

moment along the director n (P1 ¼ 1 for a completely

polarized system). The second-rank order parameter P2

is the largest eigenvalue of the matrix

Q
� ¼ 1

N�2

X

N

i¼1

1

2
ð3�


i �
�
i � �2d
�Þ

* +

; ð39Þ

where �

i is the 
 component of the vector li. The

corresponding eigenvector n is the director. P2 ¼ 1 when

all dipoles are oriented parallel to n or �n.

Table 2 lists our results for these order parameters,

as well as for the dielectric tensor e ¼ ð�k; �?Þ. In a liquid

crystal with director n, the latter is determined by the

following generalization of equation (6):

�k ¼ 1þ y

�

M2
k
	

� Mk
� 	2

N�2
; ð40Þ

and a similar equation for �? in terms of the

perpendicular fluctuations

�

M2
?
	

� M?h i2
�

=N�2.

When d is increased above the critical distance

dc ’ 0:63�, the order parameter P2 jumps from essen-

tially zero to about almost one, indicating a first-order

transition to a highly orientationally ordered phase.

Figure 11 provides snapshots of the simulation cell

for d ¼ 0:64�. It is clear from the snapshots that the

molecules are associated into columns, composed of

chains of dipoles oriented head-to-tail. These columns

are all parallel to the director, and are arranged in a

hexagonal lattice in the perpendicular plane. The

simulations for d > 0:64� yielded similar liquid crystal

phases with columnar order, each with a different

Table 2. Constant pressure simulations of a Stockmayer
fluid at �* ¼ 0.22, T * ¼ 1.15 and �* ¼ 1.82. Data from
8 ns long simulations of 512 molecules, collected after
an equilibration period that lasted up to 10 ns. For
d 5 0.64�, the system is a ferro-electric liquid crystal
with columnar order. Uncertainties in �jj and �? are about
� 0.01 and � 0.02 respectively.

d/� h�*i P1 P2 �jj �?

0.62 0.80 0.08 0.07 � ¼ 103.8(� 4)

0.63 0.80 0.09 0.08 � ¼ 112.6(� 5)

0.64 0.95 0.97 0.91 1.16 1.46

0.65 0.98 0.66 0.91 1.28 1.56

0.66 1.03 0.98 0.94 1.02 1.43

Figure 11. Snapshots of the simulation cell of the Stockmayer fluid in the columnar phase. The hexagonal lattice in the plane
orthogonal to the director is apparent in the first snapshot. The dipoles are represented by a line joining the minus charge
(shown as a small bead) to the plus charge.
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orientation of the director. The system shows strong

spatial correlations in the direction of the director, but

it is still fluid in that direction, as indicated by the

mean-square displacement of the molecules. The latter

increases indeed linearly with time, with a diffusion

constant of about Dk ’ 0:09� 10�5 cm2 s�1.

In some runs (not listed in table 2), the system formed

two liquid crystal domains characterized by different

orientations of the director. As the transition to a single

domain is expected to occur on a time scale much larger

than our simulation time (8 ns), since it requires the

collective motion of many molecules, we included in

table 2 only results from runs where a single domain

formed spontaneously in less than 10 ns. Most runs

yielded fully polarized liquid crystals (P1 close to 1).

It is likely that the lower value of P1 measured in

the case d ¼ 0:65� is due to insufficient sampling of

phase space: the probability of a column inverting its

orientation during our simulation time is indeed very

small.

As the column configuration is energetically more

favourable for extended than for point dipoles (see

figure 2), it is not surprising that liquid crystal columnar

phases form at a much lower dipolar coupling constant

� ¼ ��2=T � than previously reported for point dipolar

fluid models; here � � 2:9, while columnar phases were

observed in the dipolar soft sphere fluid at � ¼ 9, and

in the dipolar hard sphere fluid at � ¼ 6:25 [9, 35].

A nematic ferroelectric liquid phase has been identified

in the Stockmayer model at � ’ 4 (a columnar phase

has not been seen previously in this model to our

knowledge) [36, 37]. The hexagonal lattice arrangement

found here is to be contrasted with the square lattice

reported in [35].

6. Conclusion

We have extended the considerable body of earlier

work on dipolar fluids by replacing the usual point

dipole on spherical molecules by physically more

relevant extended dipoles obtained by placing two

opposite charges symmetrically with respect to the

centre. The structural, dielectric and dynamical behav-

iour was monitored as the spacing d of the charges was

increased, keeping the total dipole moment �¼ qd fixed.

Periodic boundary conditions were used with proper

Ewald summations of the Coulombic interactions

within an infinitely large sphere bounded by a dielec-

tric medium of permittivity �0. The key findings are the

following:

a) Runs of several nanoseconds, longer than in

most previous studies, were required to obtain

estimates of the dielectric constant � within about

2% using the standard fluctuation formula (5).

A careful error analysis shows that ‘metallic’

boundary conditions (where �0 ¼1 at infinity)

yield optimal estimates of �.

b) The values of � deduced from the h112 and h110

correlation functions agree with the fluctuation

results within statistical errors, provided a suffi-

ciently large simulation cell is used to obtain

proper estimates of the asymptotic behaviour of

these correlation functions. The strong influence of

the boundary condition �0 on the projection h110ðrÞ
arises from the interaction of the polar mol-

ecules with the reaction field to the dielectric

discontinuity between the fluid and the external

medium �0. When �0 6¼ �, h110ðrÞ does not decay

to zero at large distances, but rather to a finite

constant of order 1=V [5, 28, 29]. The value of

this constant (equation (23)) was derived using

simple physical arguments based on macroscopic

electrostatics and linear response theory.

c) � has a non-trivial dependence on the ratio

d� ¼ d=�. Up to d� ’ 0:25, � agrees with the

point dipole result within statistical uncertainties,

thus illustrating the practical usefulness of the

point dipole limit. For d�00:3, � drops to a

minimum value roughly 6% below the point

dipole result when d� ’ 0:55. When d� is further

increased, � increases sharply and reaches a

maximum at d� ’ 0:6.

d) For still larger extensions d�, the system is seen

to undergo a transition, at constant pressure,

to an orientationally ordered state similar to a

columnar phase with a hexagonal ordering in the

plane orthogonal to the director. This phase is

characterized by large values of the usual

orientational order parameters P1 and P2. At

the same time the dielectric tensor becomes

anisotropic, and the mean dielectric constant is

very low (� ’ 1:4), signalling the strong suppres-

sion of dipole moment fluctuations. The transi-

tion to the columnar phase occurs at a value of

the dipole moment well below that required to

observe the transition with point dipoles [9, 35].

e) The dynamics, characterized by the relaxation

times 	M and 	� of the total and individual dipole

moments, as well as by the self-diffusion constant

D, slows down very significantly as d* increases,

due to the enhanced tendency of the system

to form parallel strings, which eventually lead to

the columnar phase. In the latter, the diffusion

coefficient Dk parallel to the director is about

two orders of magnitude smaller than D in the

isotropic phase, but still substantial, showing

that the system behaves like a one-dimensional

fluid.
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The present results are for a single high-density

�*¼ 0.82, and a single pressure in the anisotropic

phase ( p*¼ 0.22, corresponding to �h *i ’ 1). Clearly

more work is needed to be able to map out a complete

phase diagram of the Stockmayer fluid, in view of

the additional variable d*. The present work illustrates

the strengths and deficiencies of the point–dipole

model. Many simple molecular systems fall in the

region d*’ 0:5, where the deviations from point dipole

behaviour begin to be substantial.
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Dielectric permittivity profiles of confined polar fluids
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The dielectric response of a simple model of a polar fluid near neutral interfaces is examined by a
combination of linear response theory and extensive molecular dynamics simulations. Fluctuation
expressions for a local permittivity tensoresr d are derived for planar and spherical geometries,
based on the assumption of a purely local relationship between polarization and electric field. While
the longitudinal component ofe exhibits strong oscillations on the molecular scale near interfaces,
the transverse component becomes ill defined and unphysical, indicating nonlocality in the dielectric
response. Both components go over to the correct bulk permittivity beyond a few molecular
diameters. Upon approaching interfaces from the bulk, the permittivity tends to increase, rather than
decrease as commonly assumed, and this behavior is confirmed for a simple model of water near a
hydrophobic surface. An unexpected finding of the present analysis is the formation of “electrostatic
double layers” signaled by a dramatic overscreening of an externally applied field inside the polar
fluid close to an interface. The local electric field is of opposite sign to the external field and of
significantly larger amplitude within the first layer of polar molecules. ©2005 American Institute
of Physics. fDOI: 10.1063/1.1845431g

I. INTRODUCTION

The dielectric permittivity of a medium is a macroscopic
concept which is defined by the relationship between the
polarizationP and the electric fieldE inside the medium.1

When the dielectric medium is inhomogeneous over dis-
tances much larger than molecular scales, a space-dependent
slocald permittivity esr d may be defined when dealing with
mesoscopic electrostatic problems. The question of how far
towards molecular scales a local permittivity remains a
meaningful concept, and howesr d is related to dipolar fluc-
tuations is a long-standing problem2 which we have recently
addressed in the case of a polar fluid near a sharp interface.3

We showed that a necessary condition for the existence of a
meaningful, statistical definition of a local permittivity is that
the local electric field inside the medium does not vary ap-
preciably on the scale of the molecular correlation length, as
already noted by Nienhuis and Deutch.2

The ability to give a clear-cut statistical definition of a
local permittivity is crucial for any coarse-graining strategy,
whereby large parts of a complex multicomponent system
are treated as continuous dielectric media, while the remain-
ing parts are described in molecular detail. An important ex-
ample is provided by implicit solvent models of biomolecu-
lar assemblies, where water is considered as a continuous
dielectric medium, characterized by a local permittivity in
the immediate vicinity of biomolecules or membranes. A spa-
tially varying permittivity then determines the electrostatic
interactions between charged residues and ions.4 Conversely
one may wish to describe a polar solvent trapped within a
dielectric matrix, as in the case of water confined between
membranes or clay platelets, or within narrow pores. In these
circumstances it may be advantageous to describe the con-
fining matrix as a dielectric continuum, while the confined
polar liquid is modeled with molecular resolution.5

In this paper we consider the case of polar fluids con-
fined by continuous dielectric media characterized by a per-
mittivity e8. We relate the local dielectric permittivityesr d to
the dipolar fluctuations within the inhomogeneous fluid,
along the lines of the classic Kirkwood–FröhlichsKFd linear
response treatment of the bulk permittivity.6,7 More specifi-
cally, we shall consider the cases of a simple polar fluid in an
infinite slab confined by two semi-infinite dielectric media
and of a polar fluid confined to a spherical cavity inside a
uniform, macroscopic dielectric continuum. Numerical re-
sults based on long Molecular DynamicssMDd simulations
will illustrate the limitations of the concept of a local permit-
tivity in the two geometries.

All considerations in this paper will be restricted to
sharp interfaces. Like most previous theoretical and numeri-
cal work in the field, the present coarse-grained treatment
suffers from the inconsistency of ignoring the molecular
graininess of the confining media, while using a fully mo-
lecular description of the polar fluid.

II. POLARIZATION IN LINEAR RESPONSE

Consider a classical fluid at temperatureT=1/skBbd,
made up ofN polar molecules carrying dipole momentsmi,
confined to a cavity of arbitrary shape and volumeV, carved
out of a macroscopic dielectric medium of uniform permit-
tivity e8. The molecules may be polarizable; their interac-
tions are arbitrary at short distances, but tend towards the
dipolar interaction at larger distances. The microscopic po-
larization density is

msr d = o
i=1

N

midsr − r id, s1d

wherer i is the position of theith molecule inside the cavity.
The corresponding total dipole moment is
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M =E
Dcavity

msr ddr = o
i

mi . s2d

Let P0sr d=kmsr dl be the average local polarization of the
fluid in the absence of an externally applied electric fieldsby
definition,E8 is the field far away from the cavity, created by

charges atur u→`d E8. In an isotropic phase,P0sr d=0 for
points in the bulk of the fluid. Close to the confining bound-
aries,P0sr d is nonzero in general, but may vanish for sym-
metry reasons, as in the case of linear polar molecules con-
fined in a slab or a spherical cavityssee Sec. IIId. When a
uniform external field is applied to the system, it induces a
polarization density defined by

DPsr d = Psr d − P0sr d = kmsr dlE8 − kmsr dl =
e fmsr d − kmsr dlgexpf− bsUe8s1,…,Nd − M ·Ecdgd1̄ dN

e expf− bsUe8s1,…,Nd − M ·Ecdgd1̄ dN
, s3d

where we have used the short-hand notationi for the degrees
of freedom of theith molecule. For linear nonpolarizable
molecules,i =sr i ,mid reduces to the position and orientation
of the permanent dipole moment, and integration with phase
space element di =d3r idVmi

is performed over all possible
positions and orientations of the molecule inside the cavity.
Ue8 is the total interaction energy of theN polar molecules of
the fluid within the cavity in the absence ofE8; it depends
obviously on the permittivitye8 of the surrounding dielectric.
The instantaneous total dipole momentM couples to the cav-
ity field Ec, i.e., the electric field inside the cavity in the
absence of polar fluid, when the externalsappliedd field in
the embedding dielectric isE8. The two fields are related by
the usual boundary conditions of macroscopic electrostatics.

Let DEsr d=Esr d−E0sr d be the difference between the
mean local electric field inside the cavity, due to the external
field and all the dipoles, and the mean electric field when no
external field is appliedfnote thatE0sr d=0 if P0sr d=0 ev-
erywhereg. Then, within the linear regimefi.e., for not too
strongDEsr dg, the induced polarization density is related to
DEsr d via

DPsr d =
1

4p
E

Dcavity

xsr ,r 8d · DEsr 8ddr 8, s4d

where x is the dielectric susceptibility tensor. In the slow
modulation limit, i.e., for slowly varyingDEsr d, the integral
factorizes approximately, and Eq.s4d reduces to the local
form

DPsr d =
1

4p
xsr d · DEsr d, s5d

where, formally,xsr ,r 8d=xsr ddsr −r 8d. The local permittiv-
ity tensor is defined by

xsr d = esr d − I . s6d

Linearization of Eq.s3d with respect ofEc leads to the fol-
lowing relation between the components ofDPsr d andEcsr d:

DPasr d = b o
g=x,y,z

fkmasr dMgl − kmasr dlkMglgEg
c , s7d

wherea,g=x, y, or z and the statistical averages are under-
stood to be taken at zero externalsand hence cavityd field,
i.e., with a Bolzmann weight exps−bUe8d. As expected for
the linear response to a uniform external field, Eq.s7d in-
volves the average correlation between a fluctuation in the
local polarization densitymsr d and a fluctuation in the global
dipole momentM of the system, as has been recognized
recently by Stern and Feller.8 Note thatkM l will be zero by
symmetry in all systems we shall consider.

Comparison between Eqs.s5d ands7d does not provide a
fluctuation formula forxsr d or esr d, since they involve the
total and cavity fields, respectively. The relation between
these two fields depends on the geometry of the cavity, and
can be established within macroscopic electrostatics. We
consider successively the case of slab and spherical geom-
etries.

A. Slab geometry

We consider a cavity in the form of an infinite slab
where a fluid ofr=N/V polar molecules per unit volume is
confined in thez direction by two infinite dielectric walls of
permittivity e8. The distance between the dielectric walls is
L. The confined fluid is inhomogeneous in thez direction
sorthogonal to the wallsd only. By symmetry, the permittivity
tensor reduces to the diagonal form

eszd = 1eiszd 0 0

0 eiszd 0

0 0 e'szd
2 , s8d

whereei ande' denote the components parallel and orthogo-
nal to the walls. Equationss5d ands6d then combine into two
independent relations,

Piszd =
eiszd − 1

4p
Eiszd, s9ad
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DP'szd =
e'szd − 1

4p
DE'szd. s9bd

We dropped the symbolD in Eq. s9ad because isotropy in the
sx, yd-plane implies thatP0sr d sthe average polarization in
the absence of external fieldd has no parallel components.
Using the standard boundary conditions on the normal and
tangential components of the electric field, one finds the fol-
lowing relations between the components of the uniform ex-
ternal fieldE8 and the cavity fieldEc,

Ei
c = Ei8, E'

c = e8E'8 , s10d

where Ei
c and Ei8 are two-dimensional vectors in thesx,yd

plane; the orthogonal components are along thez direction.
Maxwell’s equation=3Eszd=0 implies

]Exszd
]z

=
]Eyszd

]z
= 0, s11d

so thatEi=sEx,Eyd is independent ofz, i.e.,Eiszd=Ei8 every-
where in space. In other words, Eq.s9ad leads to

Piszd =
eiszd − 1

4p
Ei8 =

eiszd − 1

4p
Ei

c. s12d

Comparison of Eqs.s7d and s12d, together with isotropy in
the sx,yd plane then leads to the desired fluctuation formula
for eiszd:

eiszd = 1 + 2pbfkmiszd ·M il − kmiszdl · kM ilg. s13d

The orthogonal component may be determined from Max-
well’s equation= ·Dszd=0, whereD=E+4pP is the dis-
placement vector, leading to

d

dz
fE'szd + 4pP'szdg = 0. s14d

Integration of Eq.s14d from −` to z yield

E'szd − E'8 = − 4pP'szd + 4pP'sz= − `d

=− 4pP'szd + se8 − 1dE'8 . s15d

Substracting from Eq.s15d the same equation without exter-
nal field and using Eq.s9bd gives e'szdDE'szd=e8E'8 =E'

c ,
where the second equality follows from Eq.s10d. Equation
s9bd may hence be rewritten as

P'szd =
1

4p

e'szd − 1

e'szd
E'

c . s16d

Comparison of Eq.s16d with the transversesa= ' d version
of Eq. s7d leads to the desired fluctuation formula fore'szd,

e'szd − 1

e'szd
= 4pbfkm'szdM'l − km'szdlkM'lg. s17d

Equationss13d and s17d are the appropriate fluctuation for-
mulas to compute the permittivity tensoreszd of a system
inhomogeneous in one direction. Note that these formulas
depend only implicitly, via the statistical averages weighted
by the Bolzmann factor exps−bUe8d, on the permittivitye8 of
the confining medium. This is to be contrasted with the re-
sults for spherical samples to be discussed below.

The key finding is that a local expression of the permit-
tivity involves correlations of the local and total polarization
of the form kmaszdMgl, and not of the local polarization
alone, as has sometimes been wrongly assumed in the litera-
ture. This was already recognized by Stern and Feller,8 but
their expression for the permittivity tensoreszd differs from
the one derived here, because they did not consider a single
slab, but a system which is periodically replicated in space to
form an infinite spherical array of the original slab.

We stress that formulass13d ands17d were derived for a
uniform external field under the local assumptions5d. If the
local assumption is not valid, definitionss9ad and s9bd be-
come purely formal, and the permittivityeszd may take val-
ues that are unphysical and specific to the case of a uniform
external field permeating a planar interface.

B. Spherical geometry

We now consider a system ofN polar molecules con-
fined to a spherical cavity of radiusR, surrounded by a di-
electric medium of permittivitye8. We first recall the fluc-
tuation formula for thebulk dielectric constant of this
system. The cavity field is nowEc=3e8E8 / s2e8+1d. For a
macroscopic spherical sample of uniform permittivitye, the
local field, far from the boundaries, is uniform and equal to
E=3e8E8 / s2e8+ed. SubstitutingEc and E into Eq. s7d and
into the definitions5d of the polarization, one arrives, upon
identification and use of the isotropy of the system, at

se − 1ds2e8 + 1d
s2e8 + ed

=
4pe

3
fkmsr d ·M l − kmsr dl · kM lg. s18d

In this formular can be any point in the bulk of the sample,
so thatmsr d may be replaced byM /V if boundary effects are
negligible. This leads back to the well known KF formula for
the bulk dielectric constant in terms of fluctuationsskM 2l
−kM l2d /V of the total dipole moment of the system.7 Since
boundary conditions in computer simulations are designed to
minimize finite size effects, the KF formula can be used, as
expected, to compute the dielectric constant in a simulation
performed with a reaction field or periodic boundary condi-
tions sif the Ewald sums are performed using the spherical
convention for the order of summationd.9 For a confined
spherical system which isnot periodically repeated, the di-
electric constant should be computed from Eq.s18d ssee Sec.
III B d.

Attempts have been made to generalize the KF relation,
valid for a macroscopic spherical system, to mesoscopic
samples, wherePsr d, Esr d, and the resultingesr d are nonuni-
form near the confining surface.10,11 Strictly speaking,esr d
is, however, no longer a scalar near the sample boundary, but
a tensor with radial and tangential components.

We consider here the case where the external field is
radial, preserving thus the spherical symmetry of the prob-
lem. Such a radial field can arise from an external chargeq
placed at the center of the spherical cavity filled with polar
molecules, or polar residues of a globular macromolecule
se.g., a proteind; in that case the nonuniform external field is
E8sr d=sq/ r2dr̂ where r̂ =r / r. The dipoles of the confined
fluid or macromolecule couple to this field with energy,

114711-3 Dielectric permittivity profiles of confined polar fluids J. Chem. Phys. 122, 114711 ~2005!
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Uext = − o
i

mi ·E8sr d = −E
Dcavity

msr dE8sr ddr , s19d

wheremsr d=msr d ·r̂ is the radial component of the micro-
scopic polarization densitys1d, andE8srd=q/ r2. Substituting
s19d into the Boltzmann factor in the definitions3d of the
polarization, and linearizingswhich is valid in the limit of
small qd, one arrives at the following relation between the
radial component ofPsr d and the radial component of the
external field:

Psrd = Psr d · r̂ = kmsr dl + bE
Dcavity

dr 8fkmsr dmsr 8dl

− kmsr dlkmsr 8dlgE8sr 8d, s20d

where the statistical averages are once more taken at zero
external field. We consider the case of molecules carrying
linear dipoles, so thatkmsr dl=0 by symmetry. We now as-
sume a local relationship betweenPsr d and the radial local
field Esr d in the general form defined by Eqs.s5d and s6d,
and involving a local dielectric permittivityesrd,

Psrd =
esrd − 1

4p
Esrd. s21d

This relationship, together with= ·Dsr d=4pqdsr d, implies
that the fieldsEsrd andE8srd are related by

Esrd =
E8srd
esrd

. s22d

Combination of Eqs.s20d, s21d, and s22d then leads to the
following relation foresrd:

1

4p

esrd − 1

esrd
E8srd = bE

Dcavity

dr 8kmsr dmsr 8dlE8sr8d s23d

or, substitutingE8srd=q/ r2,

esrd − 1

esrd
= 4pbE

Dcavity

dr 8kmsr dmsr 8dlS r

r8
D2

. s24d

Note that, contrary to Eq.s18d, this relation does not depend
explicitly on the permittivitye8 of the confining medium.
The present space-dependent dielectric constantesrd de-
scribes the screening by the polar fluid of the external field
created by the point chargeq, as is obvious from Eq.s22d. It
reduces to the bulk dielectric constant whenr is sufficiently
large, but still small compared to the radiusR of the spheri-
cal cavity.

III. MOLECULAR DYNAMICS RESULTS

A. Slab geometry

We have carried out a number of long MD simulations
sspanning tens of nanosecondsd to obtain estimates ofeiszd
and e'szd from the fluctuation formulass13d and s17d. In a
slab of width L, 3500 dipolar soft spheressDSSd were
placed. The confining walls atz=0 andz=L are assumed to
be nonpolarizablese8=1d. The simulation cell is a cube with
edges of lengthL, and periodic boundary conditions are im-
posed in thesx,yd directions. Each molecule carries an ex-

tended dipolem made up of two opposite charges ±q placed
at ±d /2 from the center, such thatm=qd; the elongation was
chosen to bed/s=1/3, wheres is the molecular diameter.
The bulk dielectric behavior of fluids with such extended
dipoles has been shown to be very similar to that of fluids
with point dipoles, as long asd/s,1/2.12 The short-range
repulsion between the spherical molecules is chosen to be of
the “soft sphere” form

uSrsrd = 4uSs

r
D12

s25d

with s=0.366 nm andu=1.85 kJ/mole fthe charges ±q
carry a massm=5 amu; a molecule has hence a total mass of
2m and a reduced moment of inertiaI* = I /2ms2=1/9. The
simulations were performed with the simulation package
GROMACS.13 The equations of motion were integrated with a
time step dt=2 fs sreduced time stepdt* =dt/ sms2/ud1/2

=0.0024dg. The walls exert a force on the center of mass of
the molecules that derives from the potential,

Uwallsszd =
4pu

45
Fs9

z9 +
s9

sL − zd9G . s26d

This potential follows from integrating the soft-sphere repul-
sion potentials25d over the regionsz,0 andz.L, for a wall
of densityrwalls

3=1. The long range Coulomb interactions
between the charges ±q and the infinite array of periodic
images are computed by a slab-adapted version of the usual
3D Ewald summation, as explained in the Appendix.

The structure of the fluid inside the slab is best charac-
terized by the density-orientation profilersz,ud, whereu is
the angle between a molecular dipole and thez axis. This
may be expanded in Legendre polynomials according to

rsz,ud = o
,=0

`

r,szdP,scosud, s27d

where r,szd=1/2s2, +1de−1
+1rsz,udP,scosuddscosud. In the

case of uncharged walls, only even coefficients appear in the
seriess27d because of the symmetryrsz,ud=rsz,p−ud. The
,=0 coefficientr0szd=rszd /2 is one half of the density pro-
file rszd=e0

prsz,udsinudu. The ratio

aszd =
r,=2szd

rszd
s28d

provides a measure of the mean alignment of the dipoles.
SinceP2sxd=s3x2−1d /2, aszd is negative if the dipoles are
predominantly aligned parallel to the interfacefaszd=−5/4
for complete alignmentg, while aszd is positive for predomi-
nantly orthogonal alignmentfaszd=5/2 for full alignment
orthogonal to the interfaceg.

We performed the simulations at a constant temperature
T=300 K sreduced temperatureT* =kT/u=1.35d, and for
two values of the dipole moment:m=1.47 and 2.45 D, cor-
responding to a reduced dipolem* =Îm2/s3u=1.2 and 2, re-
spectively. The width of the slab was adjusted toL
=16.62s, so that the reduced density of the fluid far from the
walls is rbulk

* =rbulks
3=0.8. The bulk dielectric constant of

this polar fluid is 98±2 atm* =2,12,14 and about 10 atm*

=1.2.
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The resulting density and orientation profilesrszd and
aszd in zero applied field are plotted in Fig. 1. Layering
along the walls occurs in an interfacial region of five to six
molecular diameters. The first layer of molecules is seen to
align its dipoles parallel to the interface, but orientational
ordering is rapidly lost further away from the dielectric
walls. The ordering of molecular dipoles parallel to the wall
in the first layer may be understood qualitatively in terms of
electrostatic interactions of these dipoles with their images.15

Strictly speaking, there are no images on the molecular scale
since the walls are not polarizable, but image charge interac-
tions arise on the mesoscopic scale because of the dielectric
discontinuity between the polar fluidse.1d and the walls
se8=1d. The behavior of the density-orientation profile far
from a single dielectric wall has been studied by Badiali,
who showed thatrszd is given asymptotically by its bulk
value plus anA/z3 tail arising from the dielectric discontinu-
ity betweene ande8.16

Parallel and perpendicular permittivity profileseiszd and
e'szd were estimated from the simulations in zero external
field using the fluctuation formulass13d ands17d, as well as
from simulations in the presence of an external field, by
evaluation of the ratioPszd /Eszd of the induced local polar-
ization and electric fieldfcf. Eqs.s9dg.

Results for the parallel permittivityeiszd obtained by
both routes are shown in Fig. 2sthe simulation withE8=0
lasted 28 ns, while that withE8=0.1 V/nm along thex axis
was 3.5 ns longd. The agreement between the two indepen-
dent estimates is seen to be perfect. The pronounced oscilla-
tions ofeiszd near the walls closely mirror the oscillations in
the density profile apparent in Fig. 1. In fact the ratio
eiszdrbulk/rszd, also shown in Fig. 2, shows much less struc-
ture. Towards the middle of the slab,eszd is seen to be con-
stant and to take a valuee.10 sfor m* =1.2d ande.96 sfor
m* =2d, in agreement with the bulk value derived from MD
simulations of a periodic nonconfined fluid at the same state
point. Note that on average,eiszd tends to increase above its
bulk value close to the confining walls; in other words, par-
allel dipolar fluctuations tend to be enhanced near a dielectric

wall with e8=1. This is contrary to the prediction of a gen-
eralization of the familiar Onsager cavity model to the case
of a dipolar fluid near a dielectric wall.17

Turning to the perpendicular permittivitye'szd, we con-
sider first the MD results obtained in the absence of external
field. The structure of the fluctuation formulas17d is very
unfavorable for the estimation of large values of the permit-
tivity since the ratio of the left-hand side is then close to 1,
so that statistical uncertainties on the fluctuation expression
on the right-hand side, which we shall henceforth denote by
fszd, will be dramatically amplified on the quantity of interest
e'szd=1/f1− fszdg. This shortcoming is illustrated in Fig. 3
for the casem* =1.2 swe did not succeed in extractinge'szd
from dipolar fluctuations in the casem* =2d. The signalfszd
calculated by dividing the slab widthL into 300 “bins” is
seen to be rather noisy, despite the length of the simulation
s28 nsd. The fluctuations are strongly enhanced near the

FIG. 1. Density and orientational profile of a DSS fluid in a slabsT*

=1.35,rbulk
* =0.8d for two values of the reduced dipole moment.

FIG. 2. Parallel component of the permittivity tensorssame system as in
Fig. 1d, from fluctuation formulas13d and from the response to an external
field E8=0.1 V/nm alongx axis.

FIG. 3. Dipolar fluctuationsfszd sthin lined and smoothed curvefszd sthick
lined fsee textg. Inset: orthogonal component of the permittivity tensorsm*

=1.2, T* =1.35,rbulk
* =0.8d.
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walls, but these values lead to nonphysical, negative values
of e'szd, pointing to the inadequacy of the local assumption
s9d. A smoothed curvefszd is obtained by averaging the sig-
nal fszd /rszd over intervals of width 3s, and multiplying the
result by the local densityrszd. The resulting estimate of
e'szd in the central region of the slab is shown in the inset of
Fig. 3.

The statistical uncertainties are still large, but the aver-
age value is compatible with a bulk permittivitye'=ei

.10. Outside this central “bulk” interval,e'szd becomes
unphysical wheneverfszd exceeds 1.

We have investigated the transverse dielectric response
by applying an external fieldE8=1 V/nm along thez axis of
the moderately polar fluidsm* =1.2, simulation time: 12 nsd.
This large value was chosen such that the localsscreenedd
field near the center of the slab,Eszd=E8 /e'szd, is still suf-
ficiently strong to induce a sizeable polarization. The local
charge densitycszd induced by the applied field is plotted in
Fig. 4. As expected it is antisymmetric with respect to mid-
planesz=L /2d, and integration ofcszd over the left-hand and
right-hand halves of the slab leads to induced surface charge
densitiescS. ±0.05e/nm2. The local electric fieldEszd is
calculated from

Eszd = E8 + 4pE
0

z

csz8ddz8 s29d

and the polarization density may then be deduced from

Pszd =
E8 − Eszd

4p
= −E

0

z

csz8ddz8 s30d

while the permittivity profile follows from

e'szd =
E8

Eszd
. s31d

Results obtained in this way forEszd, Pszd, and e'szd are
plotted in Fig. 5. The polarization profilePszd can also be
determined from the statistical averagekmszdl of the micro-
scopic polarization density alonesdotted line in Fig. 5d. The
local electric fieldEszd exhibits large oscillations close to the
walls. Inside the first layer,Eszd is strongly negative

s.−2 V/nmd, i.e., the external fieldE8 is overscreenedby a
factor of 2! We refer to this remarkable effect as the forma-
tion of an “electrostatic double layer”sEDLd. Beyond the
first layer, the oscillations inEszd are gradually damped, but
are still visible in the central part of the slab, where the
oscillations are around a mean value of about 0.1 V/nm. The
polarization Pszd oscillates out of phase withEszd as ex-
pected, and the two estimates, based on Eq.s30d and on
kmszdlE8, are in excellent agreement. So are the estimates of
e'szd based on Eqs.s17d ands31d, despite the large statistical
uncertainties. As pointed out above, the relation between
P'szd andE'szd is nonlocalfi.e., of the more general form
s4dg near the walls, whereeszd=1+4pPszd /Eszd can take
negative values, and diverges wheneverEszd=0. Hence
e'szd is not a useful quantity near the walls. A more relevant
quantity is the normalized EDL profileEszd /E8. For weak
fields, it is given by linear response theory, viz.,

E'szd
E8

= 1 − 4pbfkm'szdM'l − km'szdlkM'lg

= 1 − fszd. s32d

Figure 6 illustrates the good agreement between the EDL
profiles computed from the fluctuationsfszd sproperly
smoothed as in Fig. 3d and directly from the ratioE'szd /E8.
The small discrepancies close to the walls are probably due
to the fact that the extended dipoles are treated as point di-
poles in the evaluation offszd. In order to investigate the
influence of the dipole extensiond/s on the striking over-
screening effect observed in the EDL profile near the walls,
we have also carried out simulations for an extensiond/s
=0.1 scompared to 0.3 in the previous simulationsd, keeping
the dipole moment fixed atm* =1.2. An oscillatory profile of
Eszd similar to that in Fig. 5 is once more observed, but the
amplitude of the oscillation closest to the two walls increases
by <50% sfrom 22 to about23 V/nmd, thus pointing to an

FIG. 4. Continuous line: polarization charge densitycszd fe/nm3g induced
inside a slab of polar fluidsm* =1.2, rbulk

* =0.8, T* =1.35d by an external
electric fieldE8=1 V/nm along thez direction. Dashed line: ten times the
integrale0

zcsz8ddz8.

FIG. 5. Electric fieldEszd sthick lined and polarization densityPszd com-
puted using Eq.s30d sthin lined and from the statistical averagekmszdl sdot-
ted lined, for the same system as in Fig. 4. Inset:e'szd from Eq. s31d and
from fluctuation formulas17d sdashed lined.
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enhancement of the overscreening effect as the point dipole
limit is approached.

We also carried out one longs30 nsd MD run of 2076
SPC water molecules,18 confined between the same hydro-
phobic wallss26d. Figure 7 shows the resulting profiles for
the Oxygen density, molecular orientation, and parallel per-
mittivity sthe orthogonal permittivity could not be obtained
from the fluctuationsd. The density profiles are not unlike
those observed in the simulations of Lee, McCammon, and
Rossky,19 who used a different water model, different wall-
water interaction, and a narrower slit. The symmetry
rsz,ud=rsz,p−ud no longer holds, and there is indeed a
nonzero average polarizationPzszd=rszdmkcosul close to the
walls, even with no applied external field. The permittivity
profile e'szd shows that the bulk permittivity of SPC water
se.65d,20 is approximately reached after just one molecular
layer inside the fluid. It is a striking result that, despite the
large dielectric discontinuity between the fluid and the sur-

rounding medium of dielectric constant unity, the local dipo-
lar fluctuations in the vicinity of the interface remain almost
bulklike, except in the very first layer. This behavior is in
marked contrast to that observed for linear extended dipoles,
illustrating the dominant influence of hydrogen bonding in
the case of water.

B. Spherical geometry

The bulk dielectric constant of a spherical droplet of a
polar fluid spossibly surrounded by a continuous medium of
permittivity e8d is given in terms of dipolar fluctuations by
Eq. s18d. Previous workers have used another approach,
which is approximate: they get the dielectric constant of a
droplet from the mean square dipolekmB

2srdl of an inner
spherical region of radiusr, assuming that the remaining
surrounding fluidsa shell of thicknessR−rd can be treated as
a dielectric continuum of permittivityẽ ssee Fig. 8d. The
latter approach yields the Berendsen formula,21–23

se − 1d
s2e8 + ẽds2ẽ + 1d − 2sr/Rd3se8 − ẽds1 − ẽd
s2e8 + ẽds2ẽ + ed − 2sr/Rd3se8 − ẽdse − ẽd

=
4pbkmB

2srdl
3Vr

, s33d

whenVr =4pr3/3. Equations33d reduces to the KF formula
if ẽ=e8 or if r =R. Whenẽ=e, it interpolates between the KF
formula for a sphere surrounded by a medium of permittivity
e sfor r !Rd, and the KF formula for a sphere surrounded by
a mediume8 sfor r =Rd.

We compared the predictions of Eq.s18d with those of
Eq. s33d fwith ẽ=eg, for a dipolar soft sphere fluid with pa-
rametersmp=2, T* =1.35, andrbulk

* =0.2. The fluid was con-
fined to a spherical region by external forces deriving from
the potential,

VRsrd = 4us9pS 1

360

1

r
F 9R− r

sR− rd9 −
9R+ r

sR+ rd9G −
4

9R9D ,

s34d

which arise from integrating the soft-phere repulsion poten-
tial s25d over the regionr .R, assuming a confining medium
of densityrwalls

3=1. The results of a 30 ns long MD simu-
lation of a droplet ofN=1000 molecules confined in a sphere
of radiusR=11.4s surrounded by vacuumse8=1d are shown
in Fig. 9. Interactions were computed without the introduc-
tion of any cutoff. The estimate fore based on Eq.s18d

FIG. 6. EDL ratioE'szd /E8 from Eq. s29d scontinuous lined and from the
fluctuation formulas32d sdashed lined fsame system as in Fig. 3g.

FIG. 7. Density, orientation, and permittivity profiles of 2076 SPC water
molecules confined in a slab of width 4.65 nm by hydrophobic walls
srbulk=33.6 nm−3, T=300 Kd.

FIG. 8. Geometry for the Berendsen formula: a droplet of radiusR is sur-
rounded by a continuous medium of dielectric constante8. Dipolar fluctua-
tions in the fluid are measured inside a concentric subsphere of radiusr,
while the remaining fluid in the outer shell is assumed to behave as a
dielectric continuum of permittivityẽ.
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agrees very well with the bulk dielectric constante
=6.3±0.2 obtained from a simulation performed under peri-
odic boundary conditions using Ewald sums. The Berendsen
approximation is seen to underestimate the dielectric con-
stant by about 8%. It yields the most accurate estimate when
r is large enough to encompass the structural angular corre-
lations, but small compared toR so that the outer shell of the
fluid can screen effectively the dipolar fluctuations. This is in
contrast with Eq.s18d, which provides in principle an esti-
mate fore that is independent of the chosen radiusr of the
inner subsphere, as long as it is small enough for boundary
effects to be negligible. The variations of the estimate ob-
served in Fig. 9, especially at smallr, are to be attributed to
statistical uncertainties. Notice that whene8=1, Eq.s18d in-
volves the unfavorable ratiose−1d / se+2d, so that uncertain-
ties are greatly enhanced in this case. Better estimates for the
dielectric constant would be obtained by surrounding the
droplet with a medium of permittivitye8=e, or evene8=`
smetallic boundary conditionsd, similarly to the case of peri-
odically repeated systemsssee discussion in Ref. 12d.

We turn now to the radial dielectric permittivity profile
esrd of the spherical droplet, which is defined formally by
Eq. s22d. The profiles for the average electric field, polariza-
tion density, molecular density, and radial permittivity are
shown in Fig. 10. These results were obtained from a 35 ns
long MD simulation of the previous droplet, when an ion of
reduced chargeq* =qm /s2u=28.7 is present at the origin.
The total charge enclosed in a sphere a radiusr around the
central ion isqsrd=q−4pr2Psrd, since the induced charge
density is −= ·Psr d. The polarization, and hence also the
electric field profileEsrd=qsrd / r2, can be measured directly
in the simulation from the average radial polarization density
Psrd=kmsr d ·r̂ l. A better method, however, is to compute the
profiles from the measured chargeqsrd enclosed in a sphere
of radius r, as this yields smoother profiles thanks to the
integration over the sphere.

The electric field oscillates strongly close to the central
ion. Overscreening of the ion’s charge occurs in the first
molecular layers, similarly to the behavior observed near a
planar interfacesFig. 5d. At distances 3s, r ,R, the electric
field and polarization density decay as 1/r2, as required by
macroscopic electrostatics. The radial permittivity profile,
obtained from the ratioPsrd /Esrd, shows qualitatively the
same behavior than the orthogonal permittivity close to a
planar interface: it reduces to the bulk dielectric constant far
from the interfacesshereebulk.6.3d, while it is ill defined
close to the central ion and close to the surface of the droplet
since it diverges wheneverEsrd changes sign.

IV. CONCLUSION

We have combined linear response theory with extensive
molecular dynamics simulations of a simple model for dipo-
lar molecules, in an attempt to validate the concept of a local
dielectric permittivity of a confinedsinhomogeneousd polar
fluid. The geometries which were specifically investigated
correspond to a polar fluid confined between two parallel
walls sslit geometryd, and in a spherical cavity surrounded by
a dielectric continuum. Rather large samplessthousands of
polar moleculesd were considered, with confinement lengths
on the scale of a few nanometers, while statistics were gath-
ered over tens of nanoseconds. The key findings of our work
are the following.

sad There is excellent agreement between the results for
the permittivity tensoresr d obtained from the zero field fluc-
tuation formulas derived in Sec. II, and from the explicit
response of the system to an external field. Simulation results
based on the latter method converge generally faster if the
amplitude of the applied field is large enough. The efficiency
of both methods is comparable when we take into account
the computational cost of ensuring that the applied field re-
sults are not affected by nonlinearity.24

FIG. 9. Density profilefthick curve: ten timesrsrds3g and estimate of the
bulk dielectric constant of a droplet of a polar fluid from Eq.s18d with msr d
the total dipole moment of a concentric subsphere of radiusr sthin curved,
and from the Berendsen formulas33d sdashed lined. The expected bulk value
is indicated by the dotted line.

FIG. 10. Radial electric field, polarization density, molecular density, and
permittivity profiles for a spherical droplet of polar fluidsm* =2, T* =1.35,
rbulk

* =0.2d when an ion of unit electronic chargesreduced chargeq* =28.7d is
present at the origin. The dotted line indicates the bulk dielectric constant
e=6.3 sdivided by 10d.
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sbd The purely local assumption is found, perhaps not
surprisingly, to break down in the vicinity of an interface. In
the case of the slit geometry, the parallel componenteiszd of
the dielectric tensor is found to oscillate strongly, mirroring
the oscillatory density profile. Contrary to a wide-spread be-
lief, the coarse-grained envelope ofeiszd tends, if anything,
to increase rather than to decrease near the dielectric inter-
faces. This trend is observed both for dipolar soft spheres
and for the SPC model of water. The tendency is opposite of
that recently observed in water close to mica surfaces,25 but
in those experiments, the mica surface is highly charged,
leading to local electric fields on the order of 0.2 V/nm, a
strength at which nonlinear effects cannot be neglected. The
orthogonal componente'szd is subject to very large statisti-
cal fluctuations. It tends to take unphysicalsnegatived values
close to the interfaces, illustrating the necessity of consider-
ing a nonlocal relation between the local polarization and the
local electric field. However bothe'szd andeiszd go over to
the bulk values beyond a few molecular diameters from the
surfaces. Similar conclusions hold in spherical geometry.

scd The fluctuation formulas18d, which is closely related
to the classic Kirkwood–Fröhlich formula, is an exact result
that can be used to compute the bulk dielectric constant of a
homogeneous spherical drop of a polar fluid. It yields an
estimate ofe that is in better agreement with the results from
simulations performed under periodic boundary conditions,
than the traditional route based on the approximate Ber-
endsen formula. For highly polar fluids, metallic boundary
conditions should be used to minimize the propagation of
statistical errors when solving Eq.s18d for the dielectric con-
stant.

sdd If the local electric fieldEsr d varies on molecular
scales, a localesr d may always be formally defined from the
ratio of Psr d over Esr d, but the resultingesr d then generally
depends on the particular interface under consideration.

sed In the case of a uniform external fieldE8, the ratio
Esr d /E8 is a more informative quantity, which can be com-
puted from dipolar fluctuationsfsee Eq.s32dg. Our simula-
tions point to a dramatic and unexpected “overscreening” of
the applied field in the vicinity of the interfaces, which is
reminiscent of overscreening of surface charges by electric
double layers in highly correlated ionic systems.26

The main message is that the use of local permittivities
in “implicit solvent” models of biomolecular aggregates is
highly questionable on the nanometer scale. Future work will
consider the dielectric response of polar fluids near charged
srather than hydrophobicd surfaces, and will examine the in-
fluence of the molecular graniness and the polarizability of
the interface on dielectric properties of the adjacent polar
fluid.

APPENDIX: EWALD SUMS IN THE SLAB GEOMETRY

There exist several exact methods for computing electro-
static interactions in systems periodic in two dimensions
s2Dd, but most are only slowly convergent: 2D Ewald sums
and the Lekner method both have anOsN2d scaling, while
the MMM2D method scales asOsN5/3d.27,28A faster method
is to use an efficient implementation of the full 3D Ewald

summations, leaving empty space in the simulation box out-
side the slab, in an attempt to decouple the interactions be-
tween the original slab and its periodic images in thez
direction.29 Adopting this approach, Yeh and Berkowitz
showed that the interactions with the periodic imagessin all
three dimensionsd must not be summed with the usual spheri-
cal convention, but rather in a slabwise manner.30 The effect
of this change in summation order is simply to replace the
boundary term UspheresM d=2pM 2/ s1+2ẽdV by UslabsM d
=2pM z

2 in the Coulomb energy, whereẽ is the dielectric
constant at infinitysnot be be confused with theẽ introduced
in Sec. III Bd. This simple result can be seen as a particular
case of the general formula

UellipsoidsM d = o
a=x,y,z

Ba

ẽ + s1 − ẽdBa

2pMa
2

V
sA1d

for the boundary term when the Coulombic interactions are
summed with ellipsoidal summation order. In Eq.sA1d,
which is a generalization to arbitrary values of the dielectric
constantẽ at infinity of a result due to Smith,31 the dimen-
sionless coefficientsBa are related to the semiaxesax, ay, az

of the ellipsoid by

Ba =
axayaz

2
E

0

` 1

x + aa
2

1

fsx + ax
2dsx + ay

2dsx + az
2dg1/2dx.

sA2d

These numbers satisfyBx+By+Bz=1. By symmetry,Bx=By

=Bz=1/3 in thecase of a sphere;Bx=By=1/2, Bz=0 in the
case of a cylindersaz→`d; andBx=By=0, Bz=1 in the case
of a slabsax, ay→`d. ExpressionsA1d is simply the interac-
tion energy of the charges with the depolarizing field pro-
duced by the uniform polarization densityM /V of the infi-
nite ellipsoidal collection of cells, when the latter is
surrounded by a medium of dielectric constantẽ ssee Ref. 32
for the formula of the depolarizing field in a uniformly po-
larized ellipsoidd. In the particular case of a slabwise sum-
mation ordersBx=By=0, Bz=1d, expressionsA1d becomes
independent of the permittivityẽ at infinity, as had been sus-
pected by J de Joannis, Arnold, and Holm.33 In the latter
reference, explicit formulas to correct for the unwanted in-
terlayer interactions in the 3D Ewald sums have been ob-
tained, making the present approach exact in principle, while
preserving itsOsN ln Nd complexity.

Our simulation cell contained an interlayer gap of width
2L, so that it was a parallelipiped of sidesL3L33L. No
correction term for substracting interlayer interactions was
used, apart from the slabwise summation order. The Ewald
sums were computed using the smooth particle mesh Ewald
method sEwald coefficient a=3.4705 nm−1, grid size 13
313340 cells, interpolation order 6d.34 The interactions
were truncatd beyond 0.9 mm, both in the real space Ewald
sum and in the soft-sphere interactions. Assuming that the
forces computed using a gap of width 10L are the exact
answers, a gap a width 2L leads to a relative rms error in the
forces of the order of 10−6 for the system simulated in Sec.
III A spolar fluid with m* =2, rbulk

* =0.8, confined to a slit of
width 16.6sd.
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We introduce a regularization procedure to define electrostatic energies and forces in a slab system
of thickness h that is periodic in two dimensions and carries a net charge. The regularization
corresponds to a neutralization of the system by two charged walls and can be viewed as the
extension to the two-dimensional �2D�+h geometry of the neutralization by a homogeneous
background in the standard three-dimensional Ewald method. The energies and forces can be
computed efficiently by using advanced methods for systems with 2D periodicity, such as MMM2D
or P3M/ELC, or by introducing a simple background-charge correction to the Yeh–Berkowitz
approach of slab systems. The results are checked against direct lattice sum calculations on simple
systems. We show, in particular, that the Madelung energy of a 2D square charge lattice in a uniform
compensating background is correctly reproduced to high accuracy. A molecular dynamics
simulation of a sodium ion close to an air/water interface is performed to demonstrate that the
method does indeed provide consistent long-range electrostatics. The mean force on the ion reduces
at large distances to the image-charge interaction predicted by macroscopic electrostatics. This result
is used to determine precisely the position of the macroscopic dielectric interface with respect to the
true molecular surface. © 2009 American Institute of Physics. �doi:10.1063/1.3216473�

I. INTRODUCTION

The high interest in simulating surface and interfacial
problems has led to an active search for efficient methods to
compute long-range interactions in two-dimensional �2D�
periodic systems that have a finite thickness �2D+h geom-
etry�. 2D Ewald-type formulas were derived by a number of
workers.1–6 As most of these methods scale quadratically
with the number N of particles, other faster methods were
proposed. The MMM2D method has an adjustable preset ac-
curacy and scales as N5/3,7 see also Ref. 8. An approach with
an almost linear scaling was proposed by Yeh and Berkow-
itz: It consists in introducing a gap in the simulation box
along the nonperiodic dimension and to use a standard Ewald
code for three-dimensional �3D� periodic systems with the
summation order changed to slabwise �EW3DC method�.9

That method is accurate only when the gap in the simulation
box is large enough. The errors introduced by the unwanted
interactions with the layers artificially replicated in the non-
periodic direction can be exactly compensated for by adding
an electrostatic layer correction �ELC� term, whose compu-
tational cost is linear in the number of particles. When that
term is used in conjunction with a fast particle-mesh imple-
mentation of the Ewald sum, such as the P3M �Ref. 10� or
SPME �Ref. 11� algorithm, the resulting methods P3M/ELC
and SPME/ELC scale as N log�N�. In the case of the P3M/
ELC method, an error estimate is moreover available;12 it
allows the method to be tuned automatically to its optimal

operation point, which minimizes the computational time at
the desired accuracy. Another slab method with a N log�N�
scaling was proposed recently by Ghasemi et al.13 The dis-
tribution of errors is uniform across the slab in that latter
method, contrary to P3M/ELC, but it has no a priori error
estimate.

In all the aforementioned works, the system is assumed
to be overall charge neutral. In some situations, for example,
when studying surfaces with charged defects or when com-
puting ionic solvation free energies near an interface, one
needs a method applicable to a slab system carrying a net
charge. The purpose of this paper is to define a regularization
of the �divergent� lattice sum for the energy and to have an
efficient way to compute the regularized energies and forces.
This allows, for example, Monte Carlo and molecular dy-
namics simulations of non-neutral slab systems to be per-
formed with long-range electrostatic interactions that are
fully consistent with the 2D periodic boundary conditions
�2D-PBC�.

The regularization of the lattice sum via a suitable neu-
tralization of the simulation cell is presented in Sec. II. The
practical computation of these regularized sums is discussed
in Sec. III for three recent efficient algorithms: EW3DC,
P3M/ELC, and MMM2D. Numerical tests performed in
Sec. IV show that the three methods give consistent results
for energies and forces that agree as well with direct lattice
sum calculations. In Sec. V, a molecular dynamics simulation
of a sodium ion close to an air/water interface is performed
to demonstrate that the method does indeed provide consis-
tent long-range electrostatics.a�Electronic mail: vincent.ballenegger@univ-fcomte.fr.
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II. CHARGED SLAB IN 2D PERIODIC BOUNDARY
CONDITIONS

A. Definition of energy and forces

We consider a slab system composed of N particles with
charges qi and positions ri= �xi ,yi ,zi� �i=1, . . . ,N� in a simu-
lation cell which is periodically replicated in the x and y
directions with period Lx and Ly, respectively. In the nonpe-
riodic z-direction, the system has a finite extent h, which can
be arbitrarily large. Particle positions lie in the region delim-
ited by −Lx /2�x�Lx /2, −Ly /2�y�Ly /2, and −h /2�z
�h /2. The regions outside the slab, z�h /2 and z�−h /2,
are assumed to be void; their dielectric permittivity is that of
vacuum. The Coulomb energy in Gaussian units is given by
the sum over periodic images,

E =
1

2 �
nx,ny�Z

�
i,j=1

N

�
qiqj

�ri − r j + nxLx + nyLy�
, �1�

where Lx=Lxêx, Ly =Lyêy, and the prime denotes the omis-
sion of the i= j term in the primary cell nx=ny =0. Notice that
interactions between charges in the primary cell are ac-
counted for with a factor 1, since they appear twice in the
sum �1�, while interactions of charges in the primary cell
with charges in image cells �nx ,ny�� �0,0� are accounted for
with a factor 1/2 since they appear only once in the sum.
That factor 1/2 is necessary to avoid double counting in the
energy of the simulated macroscopic sample, as explained in
Appendix A.

The sum �1� is only defined for a charge neutral system
��iqi=0�, and even then, the sum is only conditionally con-
vergent. This means that we need to specify the order in
which we perform the sum. We adopt here the cylindrical
limit, i.e.,

E = lim
R→�

E�R� , �2�

with

E�R� =
1

2 �
nx,ny�Z

�nxLx�2+�nyLy�2�R2

�
i,j=1

N

�
qiqj

�ri − r j + nxLx + nyLy�
. �3�

Notice that the energy does not depend in the limit R→� on
the dielectric constant �� of the external medium in region
x2+y2�R2, contrary to the usual Ewald method for 3D-
periodic systems, where the dielectric constant of the outer
spherical medium at x2+y2+z2�R2 does intervene. The rea-
son for this can easily be understood on physical grounds.
Indeed, when the simulation cell is polarized, macroscopic
electrostatics tells us that surface charges appear at the di-
electric discontinuity between the external medium and the
macroscopic sample made up of copies of the central simu-
lation cell. The magnitude of these polarization surface
charges depend on �� and may produce a depolarizing field
in the sample that contributes to the energy. In the case of a
slab system, the charges induced on the side surfaces at x2

+y2=R2 are proportional to the area 2�Rh, while the electric
field created by them in the sample decays as R−2. In the
limit R→�, that field vanishes, so that the energy is indeed

independent of ��. The energy of a slab system depends,
however, on the dielectric permittivities �1 and �2 of the two
regions above �z�h /2� and below �z�−h /2� the slab,
which are here assumed to be empty ��1=�2=1�.

If some charges �electrons, counterions, etc.� are treated
implicitly in the system, the total charge

Qtot = �
i=1

N

qi �4�

of the simulation box can differ from zero. The energy �1�
remains finite only if the background charge provided by the
implicit particles is properly accounted for.

In systems with 3D periodicity where the implicit
charges are assumed to provide a homogeneous and isotropic
charge distribution, the background charge reduces to a uni-
form charge density �b=−Qtot /V, where V is the volume of
the simulation box. The standard Ewald method can be used
to sum the Coulomb interactions in such systems, including
the interaction with the neutralizing background, see e.g.,
Refs. 14 and 15. The Ewald formula for the energy of the
3D-periodic system takes then the form E3D=E�r�+E�k�

+E�d�+E�n�, where the three first terms are the usual real-
space, reciprocal-space, and surface contributions, while the
last term is an electroneutrality contribution

E�n� = −
�Qtot

2

2�2V
�5�

that depends on the Ewald splitting parameter �. The energy
E3D is independent of the free Ewald parameter � only if the
contribution E�n� is included. As the neutralizing background
is homogeneous, the energy E�n� is independent of the par-
ticle positions and does thus not lead to any force.

For future reference, it is useful to recall the origin and
physical content of term E�n�. It corresponds merely to the
sum of the direct-space interaction Ec-b

�r� of the charged par-
ticles with the neutralizing background, and to the direct-
space background-background interactions Eb-b

�r� on the other
hand. Thus E�n�=Ec-b

�r� +Eb-b
�r� , where

Ec-b
�r� = �

i

qi�
R3

	�r��bd3r = −
�Qtot

2

�2V
�6�

�see, e.g., Eq. �3.5� of Ref. 16� and

Eb-b
�r� =

1

2
�

V

dr�
R3

dr��b	��r − r����b

=
�b

2

2
�

V

dr
�

�2

=
�Qtot

2

2�2V
, �7�

where 	�r�=erfc��r� /r is the direct-space interaction. Notice
the factor 1/2 in the background-background energy that is
needed to avoid double counting �see Appendix A�. The
reciprocal-space interaction of the particles with the back-
ground and the reciprocal-space background-background en-
ergy exactly cancel the corresponding singularity in the
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charge-charge interactions. In the Ewald formula for a non-
neutral system, they are included in the canceling of the �oth-
erwise divergent� k=0 term in the reciprocal sum.

In a system with 2D periodicity, the background charge
associated with the implicit particles can take different
forms. For example, if these particles are homogeneously
distributed in some confined region �z1 ,z2� along the nonpe-
riodic direction, they may be replaced by a uniform neutral-
izing slab in that region. That charged background slab will
clearly give rise an inhomogeneous electric potential V0�z�
and to forces on charged particles. If the implicit particles are
not confined to some particular region of space, it is appro-
priate to introduce a neutralization of the simulation cell that
does not introduce any background force on the particles.
Having a neutralization with this property is especially use-
ful because it is generic; it can be used to simulate systems
with any other neutralizing background by simply adding the
corresponding background electric potential V0�z� as an ex-
ternal field in the simulation.

Unlike the 3D case, a neutralization that does not exert
forces cannot be realized in 2D-PBC by adding a uniform
charge distribution over all space; therefore a different route
is needed to deal with 2D systems with a net charge. We
propose to simply substract the singularity that arises due to
the excess charge, which can be calculated analytically as
follows. The asymptotically diverging behavior of E�R� as
R→� can be found by approximating the slab as a charged
sheet carrying a surface charge density 
sheet=Qtot / �LxLy�
and by noting that the divergence arises from the large dis-
tance contributions to the interaction energy of the simula-
tion cell with this sheet. This divergence is

1

2
Qtot�

0

R 
sheet

r
2�rdr =

�Qtot
2

LxLy
R , �8�

where the factor 1/2 ensures, as in Eq. �1�, that one measures
only half of the interaction energy of the simulation cell with
the periodic copies of the cell �see Appendix A�. Subtracting
Eq. �8� from Eq. �3�, we define the energy of a charged
system in 2D-PBC as

E = lim
R→�

�E�R� −
�Qtot

2

LxLy
R	 . �9�

Notice that Eq. �9� is the result of a formal regularization of
the divergent lattice sum �1�. We will show in Sec. II B that
this formal regularization is equivalent to a neutralization of
the system by two charged walls.

Forces follow by differentiation of this potential energy
function with respect to particle positions. As the regulariz-
ing term in Eq. �9� is independent of particle positions, it
does not give rise to any contribution to the forces, as re-
quired. Notice that the lattice sum for the force, given by Eq.
�1� with an additional gradient operator −�i, is conditionally
convergent from the start in systems with a net charge, and
hence well defined once the summation order is specified.

B. Interpretation of energies

The regularization �9� of the energy can be interpreted as
a neutralization of the system by two charged walls located
on each side of the slab, at z= �h /2, that carry a surface
charge density


 = −
Qtot

2LxLy
. �10�

These walls can be thought of as arising from a uniform
neutralizing charge density created by the particles treated
implicitly in the regions above �z�h /2� and below �z�
−h /2� the slab. Since these walls exert �constant� equal and
opposite forces on charged particles located in between
them, they have no net physical effect, apart for a shift in the
energy. Let us show that the presence of the two walls regu-
larizes the energy �3� in accordance with the prescription �9�
and determine the shift in the energy that results from the
particle-wall and wall-wall interactions.

As interactions are summed in a cylindrical limit, we
treat the walls as large circular plates of radius R→�. The
electrostatic potential created by a plate of radius R with
surface charge 
 reads

�R�z� = �
0

R �
0

2� 



r2 + z2
rdrd = 2�
�
R2 + z2 − �z��

�11�

at a distance z from the plate on its symmetry axis. When R
is large, �R�z� behaves as

�R�z� = 2�
�R − �z�� + O� 1

R
	 . �12�

Two large circular plates at �h /2 create therefore a constant
electrostatic potential in between the plates given by

�slab = 2�
�2R − h�, R → � . �13�

The interaction energy of the charges in the simulation box
with the two neutralizing walls is therefore

Ec-w�R� = Qtot�slab = −
�Qtot

2

LxLy
�2R − h� . �14�

The mutual interaction energy of the walls is �per cell�

Ew1-w2
�R� = �R�h�
LxLy =

�Qtot
2

2LxLy
�R − h� , �15�

while the self-energies of the two walls read �per cell�

Ew1-w1
�R� + Ew2-w2

�R� = 2
1

2

LxLy�R�0� =

�Qtot
2

2LxLy
R . �16�

Combining Eqs. �14�–�16� with Eq. �3�, the electrostatic en-
ergy of the system complemented with the two neutralizing
walls is

Ẽ = lim
R→�

�E�R� −
�Qtot

2

LxLy
R	 +

�Qtot
2 h

2LxLy
. �17�

The neutralization by two walls gives therefore energies that
agree with the regularized energies �9�, apart for an
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h-dependent term that does not depend on the particle posi-
tions. That term is a constant shift in the energy that can be
dropped because it has no physical significance.

In summary, the energy of a system carrying a net charge
in 2D-PBC is defined by Eq. �9�, which can be interpreted as
the energy of the system neutralized by two walls, with the
prescription that the constant h-dependent shift in the energy
is omitted. The present regularization procedure to simulate
slab systems with a net charge constitutes the first significant
result of this paper.

C. Systems with a changing net charge

The computation of the solvation free energy of ions at
infinite dilution is an example where a simulation box with a
net charge is used.17 When computing this free energy via
the thermodynamic integration method, the ion is progres-
sively charged, and the charging free energy can be deter-
mined from the measured fluctuations of the solute electro-
static energy.14 Let us show that charging free energies can
be correctly computed in 2D periodic systems using defini-
tion �9� of the energy, despite the fact that the net charge Qtot

varies during the simulation.
As shown in Appendix B, the energy �9� can be written

using an effective kernel PBC�r� which takes into account
the 2D-PBC:

E =
1

2 �
i,j=1

N

qiqjPBC�ri − r j� . �18�

We assume now that a charge q is added at position r. The
energy of this new system is

Eq = E +
1

2
�2�

i=1

N

qiqPBC�ri − r� + q2PBC�0�	 , �19�

where PBC�0� is the regularized interaction energy of a
single unit charge with its own periodic images �the value of
PBC�0� is computed in Sec. IV A�. One can rewrite Eq. �19�
as

Eq = E + �
0

q

�q��r�dq�, �20�

where

�q�r� =
dEq

dq
= �

i

qiPBC�ri − r� + qPBC�0� . �21�

�q��r� is nothing but the electrostatic potential at r created
by all other charges in the system and by the periodic images
of the charge q� already present at r. Equation �20� gives the
change in energy when the charge q is added progressively in
the system. From Eq. �21�, we see that this change in energy
is given by the correct expression associated with the 2D-
PBC. In particular, the last term in �q�r� gives rise to the
charge self-energy 1

2q2PBC�0� which is a known contribu-
tion to the energy in PBC.14,16 The fact that the regularized
energy �9� can be written in the form �18� is therefore suffi-
cient to conclude that the energy difference between two
systems characterized by a different net charge takes a mean-

ingful value �which includes variations in the self-energies of
the charges�. Equations �18�–�21� are the counterparts of for-
mally identical formulas that hold in the standard Ewald
method for neutral and non-neutral systems in 3D-PBC. As
shown in Ref. 14, the charging free energies computed using
the Ewald method converge very quickly to their thermody-
namical values once a simple correction for finite-size effects
is included in the calculations �see also the detailed analysis
of finite-size effects of Ref. 18�.

The results of this section, together with Eq. �9�, show
that the thermodynamic integration method can be used to
compute charging free energies in inhomogeneous systems
with slab geometry. In the present approach, the long-range
electrostatic interactions are treated in a manner fully consis-
tent with the 2D periodicity.

III. FAST COMPUTATIONS OF ENERGIES
AND FORCES

The regularized energy �9�, and the forces on particles
derived from it, can be computed quickly in simulations,
thanks to advanced algorithms, as detailed in the next sec-
tions.

A. MMM2D method

In the MMM2D method,7 a convergence factor
exp�−��ri−r j +nxLx+nyLy�� is introduced in the energy �1�,
and the sum is computed in the limit �→0 using an O�N5/3�
algorithm.

When the system is non-neutral, the large distance
charge-charge interactions generate a divergent contribution
as �→0. By the same reasoning as that which leads to
Eq. �8�, the diverging behavior is given by

1

2
Qtot�

0

�


sheet
exp�− �r�

r
2�rdr =

�Qtot
2

LxLy

1

�
. �22�

The convergence factor approach is thus equivalent to the
cylindrical limit approach with the role of variable R played
by 1 /�. The MMM2D method can therefore be used to com-
pute the regularized energy �9� and forces by simply drop-
ping the divergent contribution �22� in the MMM2D formu-
lae for the energy. As contribution �22� vanishes in a charge
neutral system, it is already omitted in the MMM2D method,
which can hence be used without any modification to simu-
late non-neutral slab systems, with energies and forces de-
fined according to Sec. II.

B. The Yeh–Berkowitz approach: EW3DC method

In the EW3DC method of Yeh and Berkowitz,9 a gap is
introduced in the simulation box along the nonperiodic
z-direction and a standard Ewald code for 3D-periodic sys-
tems is used, typically in a fast O�N log N� particle-mesh
implementation such as P3M10 or SPME.11 The interactions
must be summed in a slabwise order. The surface term �also
known as the dipole term� in the Ewald formula for the en-
ergy takes then the form
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E�d� =
2�

V
Mz

2, �23�

where Mz=�iqizi is the total dipole moment of the simula-
tion box along the direction normal to the slab and V
=LxLyLz is the volume of the box. The dipole term contrib-
utes not only to the energy but also to forces via the expres-
sion Fi

�d�=−�iE
�d�, i.e., it leads to a normal force

Fi
�d� = −

4�Mz

V
qiêz �24�

on particle i. Since Mz depends on the choice of the origin in
systems with a net charge, the EW3DC method obviously
cannot be applied to such systems without modification.

When using the Ewald method for a system with a net
charge in 3D-PBC, it is assumed implicitly that there
are particles distributed uniformly in the simulation box so
that they create a constant background charge density �b

=−Qtot /V, which neutralizes the system. This neutralization
obviously differs from the two walls neutralization defined in
Sec. II. Results of the EW3DC approach applied to a system
with a net charge will hence need to be corrected �see Eq.
�28�� to avoid spurious effects arising from unwanted inter-
actions of the particles with the background charge �b �in
particular, the background charge located in region −Lz /2
�z�Lz /2�.

The background charge �b contributes to the Ewald en-
ergy not only via Eq. �5� �together with the cancellation of
the k=0 term in the reciprocal Ewald sum�, but also via the
dipole term �23�, because the background charge has to be
accounted for when computing the total dipole moment Mz

of the simulation box. Let us fix the origin of our Cartesian
coordinate system at the center of the box. The contribution
of the background charge to the total dipole moment van-
ishes then by symmetry, allowing expression �23� to be used
without modification.

We assume that the gap in the simulation box is large
enough so that interactions between the slab and the un-
wanted replicas of the slab in the z-direction are entirely
negligible �see Sec. IV�. The simulated system can then be
viewed as a charged slab, of width h, embedded into another
slab of width Lz carrying a neutralizing charge density �b.
This charge density does not contribute to the dipole term, as
with our choice of the coordinate system, its dipole moment
is zero. Moreover, the Yeh–Berkowitz approach relies on the
fact that for a sufficiently large Lz, the interaction of the
charges in the primary slab with the image charges in the
z-direction can be approximated by a homogeneous charge
distributions. Under this assumption, the interactions with
the charges and the background �b in the image slabs cancel,
and we are left with the contribution of the background only
in the primary slab itself. The electrostatic energy of the
system clearly depends on the position of the particles within
the larger neutralizing slab, because the latter slab produces a
parabolic electrostatic potential

V0�z� = − 2��b�
−Lz/2

Lz/2

�z − z��dz� = − 2��b�z2 + �Lz

2
	2	 .

�25�

The fact that the energy depends on the position of the
charged slab system along the z-axis can also be seen on the
level of the Ewald formula: The total dipole moment Mz in
the surface term �23� clearly depends on the position of the
slab in the simulation box. Note that we use here again Eq.
�12� but leaving out the R-dependent term, which leads to the
divergent contribution �8� already accounted for in the 3D
Ewald method with slabwise summation order. To recover
the energy of the system defined by the regularization proce-
dure of Sec. II, we only have to subtract the interaction en-
ergy of the primary charges with the neutralizing slab,
namely,

Ec-b = �
i

qiV0�zi� = − 2��b��
i

qizi
2 + Qtot

Lz
2

4 	 , �26�

and the self-interaction of the background slab, i.e.,

Eb-b =
1

2
LxLy�

−Lz/2

Lz/2

�bV0�z�dz = 2��bQtot
Lz

2

6
. �27�

We find thus that the contribution

Ebcc ª − �Ec-b + Eb-b� = 2��b��
i

qizi
2 + Qtot

Lz
2

12	 , �28�

which we call the background charge correction �bcc� term,
must be added to the Ewald energies when applying the
EW3DC approach to a system with a net charge.

In summary, to simulate a charged slab system using the
EW3DC approach, one uses a standard 3D-Ewald code with
slabwise summation order, i.e., with surface term �23�, in a
simulation box with a large enough gap. The interaction en-
ergy �5� with the neutralizing background must be included
�since the EW3DC approach computes the 3D Ewald energy
E3D=E�r�+E�k�+E�d�+E�n��, and the correction term �28�
must be added to remove the effect of the parabolic potential
created by the neutralizing background slab. Combining Eq.
�28� with Eq. �23� yields a corrected surface term given by
expression

Ebcc
�d�

ª E�d� + Ebcc =
2�

V �Mz
2 − Qtot�

i

qizi
2 − Qtot

2 Lz
2

12	 .

�29�

Notice that Ebcc
�d� is independent of the z-position of the slab in

the simulation box, i.e., it is invariant under translations z
→z+a for any value of a, as it should for a system in the
2D+h geometry. There is thus no specific condition on the
origin of the coordinate system when using Eq. �29�. Forces
follow by differentiation of the energy. Taking the negative
gradient of Eq. �29� with respect to zi, one obtains the ex-
pression
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− �i�Ebcc
�d� � = −

4�

V
�Mz − Qtotzi�qiêz �30�

for the contribution to the force on the ith particle arising
from the surface term and from the bcc. The corrected sur-
face terms �29� and �30� are needed to extend the widely
used EW3DC method to non-neutral systems, in accordance
with the regularization scheme introduced in Sec. II. This
constitutes the second important point of this paper. It is
interesting to note that the final result �30� for the force
agrees with a new interpretation of the surface term of the
Ewald method proposed in Ref. 19. In that reference, the
authors derive Eq. �30� from an analysis of the surface term
in the 3D-Ewald method for different summation orders �in
particular, slabwise�, considering also non-neutral systems
but without referring to any neutralizing background. We
stress, however, that, whatever the summation order, the real-
space interaction energy �5� with the neutralizing back-
ground charge must be included when computing Ewald en-
ergies to avoid results that depend on the free Ewald
parameter �.

C. The electrostatic layer correction:
P3M/ELC method

The P3M/ELC method12 uses the same Yeh–Berkowitz
approach based on a gap, but it is much more efficient than
the EW3DC method because it includes an ELC term that
subtracts the interactions of the slab with the unwanted rep-
licas of the slab in the nonperiodic direction. The ELC term
allows to reduce significantly the size of the gap needed in
the simulation box, and hence the computation effort. Error
estimates exist moreover for the ELC term.12 Since the
EW3DC method is a particular case of the P3M/ELC method
where the ELC is entirely neglected, the error estimate of the
latter method can actually be used to control the accuracy of
the EW3DC method as well. As shown by Eq. �18� of Ref.
12, the accuracy of these gap methods is essentially propor-
tional to exp�−2�Kg�, where K is the ELC cutoff and g the
width of the gap. The EW3DC method does not involve any
ELC terms; therefore the cutoff is essentially K
=min�Lx

−1 ,Ly
−1�, and consequently the error is controlled by

the ratio g /max�Lx ,Ly� and not by the ratio h /Lz as claimed
in the original EW3DC paper9 and still commonly believed.

Not surprisingly, for non-neutral systems, one has to use
in P3M/ELC exactly the same bcc �29� as in the EW3DC
method. This correction is included in the formula for the
ELC term derived recently in the most general case of a
�possibly non-neutral� slab system in-between dielectric
walls.20 The algorithm described in Ref. 20 can thus be used
without modification21 to compute energies and forces in
charged slab systems, in agreement with the regularization
procedure of Sec. II.

IV. NUMERICAL TESTS

In this section the correctness and accuracy of the results
stated in Sec. II are tested numerically by computing ener-
gies and forces in simple systems, using Eq. �9� with direct
summation on one hand and the methods MMM2D,

EW3DC, and P3M/ELC on the other hand. To specify what
electrostatic method is used in the EW3DC approach, we add
a suffix “slab” to the method, which yields denominations
such as Ewald/slab, P3M/slab, or SPME/slab for the various
incarnations. When the ELC term is employed in these meth-
ods to substract the unwanted interlayer interactions, we de-
note the methods by Ewald/ELC, P3M/ELC, and SPME/
ELC.

A. Madelung energy of a 2D square charge lattice

We consider a square simulation box �Lx=Ly =L� con-
taining a single charge q under 2D-PBC. The regularized
electrostatic energy �9� of this system is equal to the sum of
the Coulomb interactions of the charge with all its periodic
images and with a neutralizing sheet in the plane of the 2D
charge lattice �because the two neutralizing walls coalesce
into a single sheet since h=0�. The energy of this system
takes the form

E = −
q2

2
PBC�0� = −

q2

2

F
L

, �31�

where F is a dimensionless constant. Using the regularized
direct-space sum �9� to compute this Madelung energy, we
obtain F�3.9. A high accuracy is difficult to attain with
formula �9� because it expresses the energy as a difference
between two large numbers and also because the conver-
gence with R is slow. Nijboer and Ruijgrok found F
�3.900 26 by using another formula better suited for this
purpose.22

Using the MMM2D method implemented in the simula-
tion package ESPRESSO �Ref. 23� and tuning the algorithm to
accuracy 10−10, we obtain

F � 3.900 264 920 0, �32�

where the precision is mainly limited by the employed
implementation of the Bessel functions. The MMM2D
method clearly works for non-neutral systems and is able to
compute quickly 2D Madelung energies to a very high accu-
racy.

We computed also the energy of this Madelung system
by using the P3M/ELC method also implemented in
ESPRESSO. We used an accuracy goal of 10−4, which resulted
in the following values for the various parameters: Ewald
splitting coefficient �=7.251 84L−1, real-space cutoff rcut

=0.45L, mesh with 32 points in each direction, charge as-
signment order=6, gap size=0.1L, and ELC far cutoff
=26 /L. This calculation reproduced the first five digits of F,
thus validating the bcc �29� for the EW3DC and P3M/ELC
methods.

B. Forces between two particles

In molecular dynamics simulations, one is mainly inter-
ested in the accuracy of the force computation, since the
forces govern the dynamics of the system. Figure 1 shows
the pair force between two like charged unit point charges at
�0,0,0� and �1,1 ,z� in a unit cell of dimensions Lx=Ly =Lz

=L=10 under 2D-PBC; z changes from 0 to L. This system
is characterized by a net charge Qtot=2 and a varying dipole
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moment Mz=qz; therefore it is well suited to demonstrate the
effect of the net charge in the various electrostatic methods
that we tested:

• Well-converged direct summation taking into account
1002 images,

• MMM2D method of Ref. 7,

• P3M with metallic boundary conditions, i.e., without
surface term,

• P3M with the slab-corrected surface term following
Ref. 9,

• P3M with the slab-corrected surface term and bcc �30�,

• P3M with the ELC extension following Ref. 20.

MMM2D and the direct summation agree in at least two
digits; therefore only the results for MMM2D are shown.
MMM2D was again tuned for a precision of at least 10−10,
and P3M and ELC for a precision better than 10−4. When z
�L /2, the force computed with direct summation and
MMM2D takes its asymptotic value 2� / �LxLy�, which cor-
responds to the force exerted on a unit charge by a charged
sheet with surface charge density 1 / �LxLy�.

P3M with slabwise summation order and bcc �30� agrees
well with the direct summation in the expected range of va-
lidity, namely, for z�L /3. Correspondingly, P3M with the
ELC extension, which was tuned to agree with high preci-
sion for z�Lz /2, agrees well up to z=9. In contrast to this,
applying only the slab correction of Ref. 9 actually increases
the error of the plain P3M method with metallic boundary
conditions.

Would the two unit charges be oppositely charged and
hence the system neutral, the force between the charges
would simply be the opposite of those presented in Fig. 1.
This is indeed the case for all methods, again with the ex-
ception of P3M/slab, which gives correct forces only in sys-
tems with no net charge.

V. EXAMPLE: MEAN FORCE ON AN ION NEAR
AN INTERFACE

A precise understanding of the adsorption, or depletion,
of ions near an interface is important in several fields, for
example, in biophysics, where the hydrophobic solid/water
interface governs the aggregation and folding of apolar mol-
ecules, and in atmospheric chemistry, where physicochemi-
cal processes occur at the air/water and ice/water interfaces.
Potentials of mean force for ions at infinite dilution have
been obtained recently at such interfaces.24–26 In these
works, the simulated systems had a net charge and the long-
range nature of the Coulomb force was taken into account by
using 3D Ewald summations with a gap in the simulation
box �EW3DC method if the summation order was changed to
slabwise�. As shown in Sec. IV, it is essential to include the
newly derived bcc �30� for the electrostatic forces to be cor-
rect in such non-neutral simulations.

According to macroscopic electrostatics, an ion close to
a dielectric interface sees an electrostatic potential that cor-
responds to a �fictitious� image charge located symmetrically
on the opposite side of the interface.27 In the case of an ion
close to an air/water interface, the dielectric contrast is about
80, and this image-charge effect is expected to contribute to
the mean force on the ion as it approaches the surface. We
performed a molecular dynamics simulation of this non-
neutral system to show that the EW3DC method, when
complemented with the bcc �30�, does lead to results that
agree with the prediction of macroscopic electrostatics.

The simulation box was setup similarly as in Refs. 24
and 26: A sodium ion carrying charge q=+e is at a distance
z from the surface of a water slab of width h=2.483 nm
made up of 2048 water molecules. The dimensions of the
simulation box are Lx=Ly =2h and Lz=5h, i.e., a gap of
width 4h is introduced in the nonperiodic direction normal to
the slab. Water molecules are described according to the
SPC/E model28 and the Lennard-Jones parameters for the
sodium-water interaction are taken from Ref. 29 in their non-
polarizable form. The simulations were performed using a
modified version of the GROMACS simulation package,30 in
which we implemented the bcc. The equations of motion
were integrated using the leap-frog algorithm with a time
step of 2 ps, and the temperature was kept constant at 300 K
using the Berendsen method. The Coulomb interactions were
computed using the SPME method11 with a slabwise summa-
tion order and bcc �SPME /slab+bcc�. The cutoff for the
van der Waals and real-space Coulomb forces are both set to
1 nm.

The sodium ion is free to move in the x-y directions, but
its distance to the water surface is kept fixed during each
simulation �a rigid constraint prevents the z coordinate of the
ion to change�. The position of the surface is defined by the
criterion that the density of water at the surface is half that of
the bulk. For each considered distance of the ion, we per-
formed a 5 ns long simulation to determine the mean force
Fz acting on the ion. We simulated also the case of a water
surface confined by a �hydrophobic� hard wall located
0.1 nm above the water surface. In the latter case, the water
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FIG. 1. The force Fz between two unit charges at a relative position of
�1,1 ,z�, as a function of z for various algorithms. P3M/slab stands for the
EW3DC approach using P3M as the underlying electrostatic method, while
P3M /slab+bcc is the same method with the addition of the bcc �30�.
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molecules whose oxygen atom hit the hard wall were re-
flected back into the liquid by inverting the z-component of
their velocity.

When the water molecules are prevented by the hard
wall to partially solvate the ion, the measured force on the
ion is well predicted by the image-charge interaction of mac-
roscopic electrostatics �see Fig. 2�. According to this theory,
an ion of charge q in a medium of permittivity �1�1 �air�
and at a distance z from a slab of width h and permittivity
�2�80 �water� sees an electrostatic potential31

��z� =
q

�1
� �1 − �2

�1 + �2

1

2z

−
4�1�2

��1 + �2�2 �
n=1

� � �1 − �2

�1 + �2
	2n−1 1

2z + 2nh . �33�

The first term in �33� is an image-charge due to the first
interface, while the infinite sum corresponds to additional
image charges that are due to the presence of the second
interface at the other side of the water film. The force on the
ion derives from its electrostatic potential energy �0

q��z�dq
= 1

2q��z� and is plotted as a dotted line in Fig. 2. The poten-
tial �33� corresponds to the interaction of an ion with a di-
electric slab under the boundary condition of zero field at
infinity, while the electrostatic potential is computed in the
simulations under 2D-PBC. To account for this periodicity in
the x-y directions, one has to sum up over the periodic im-
ages of the image charges. This was done by setting up a cell
containing the ion and the infinite set of image charges32 that
appear in Eq. �33� and by computing the force on the ion
using the MMM2D method. The result, assuming the con-
tinuous dielectric interface to be placed at a distance d�
=0.22 Å below the molecular water surface, is shown as a
dashed line in Fig. 2. That prediction of macroscopic elec-
trostatics agrees very well with the simulation results. The
agreement holds at all distances in the case of the confined
water surface, while it holds only at large distances in the

case of the free water surface. The simulations show that the
ion is indeed partially solvated even when quite far away
from the water surface �up to z�1.45 nm�.

The fact that the dielectric interface is located very close
to the molecular water surface agrees with the very sharp
dielectric permittivity profile of a water slab determined in
Ref. 33. A more detailed analysis of the relative position
between the molecular water surface and the position of the
dielectric interface �in the case of a confinement more real-
istic than a hard wall� will be performed in a future work.

We note that finite-size effects are quite pronounced with
the size of the simulation box used in this example. The
prediction of macroscopic electrostatics changes indeed sub-
stantially once the periodicity in the x-y directions is intro-
duced �compare dotted and dashed lines in Fig. 2�. This is
not unexpected since Coulomb interactions with image
charges in the neighboring cells are negligible only if Lx and
Ly are sufficiently large. To determine a force profile that is
free from finite-size effects, a larger simulation box should
clearly be used.

Because of the use of the slab geometry, the ion sees two
dielectric interfaces instead of a single one. This unwanted
feature can be avoided by introducing a hard wall with the
same dielectric permittivity as water at the other side of the
slab. This will remove almost entirely the unwanted effects
of the second dielectric interface. The latest versions of the
MMM2D and P3M/ELC methods that include image charges
can be used to simulate such a slab system with different
continuous dielectric media of permittivities �1 and �2 at the
two sides of the slab.20,34

VI. CONCLUSIONS

A regularization of the electrostatic energy of 2D peri-
odic slab systems bearing a net charge has been proposed.
That regularization is the analog in 2D-PBC of the usual
regularization of Ewald sums in three dimensions by a ho-
mogeneous neutralizing background charge density. The
regularized energies, given by Eq. �9�, can be interpreted as
resulting from a neutralization of the system by two charged
walls on each side of the slab, with the prescription that the
constant shift in the energy proportional to the wall-wall
separation is omitted. We proved that energy differences be-
tween two systems characterized by a different net charge
take meaningful values, which include variations in the self-
energies of the charges in 2D-PBC. The method can thus be
used to simulate systems with a varying net charge, for ex-
ample, to determine charging free energies in inhomoge-
neous systems with slab geometry.

The regularized energies, and the forces that derive from
them, can be computed efficiently by using advanced elec-
trostatic algorithms for 2D periodic systems, such as
MMM2D, EW3DC, and P3M/ELC. We proved that the
MMM2D method can be applied without any modification to
non-neutral systems, while methods based on the EW3DC
approach necessitate the use of a bcc, given by Eq. �28�,
which affects both energies and forces. The bcc removes the
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FIG. 2. Mean force on a sodium ion at a distance z from a water surface,
which is either free �black circles� or confined by a hydrophobic hard wall
located 0.1 nm above the surface �white squares�. The image-charge force
predicted by macroscopic electrostatics for a dielectric interface located at
z=−0.22 Å is shown for two different choices of boundary conditions: zero
field at infinity �dotted line� and 2D-PBC �dashed line�.
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effect of the parabolic electrostatic potential inherited from
the neutralization of the cell implicit in the 3D-Ewald
method applied to a charged slab system.

Numerical tests have been done to demonstrate the cor-
rectness and the accuracy of the results. When the bcc is
added to the EW3DC results, the three methods �MMM2D,
EW3DC+bcc, and P3M/ELC� give consistent results for the
energies and forces, that agree also with well converged
direct-sum calculations. As shown in Fig. 1, the application
to non-neutral systems of the uncorrected EW3DC approach
leads to incorrect forces which are even further away from
the reference direct-sum result than the plain 3D-Ewald
method with metallic boundary conditions. We stress that the
surface terms with bccs �29� and �30� are easy to evaluate
and have no computational cost in a simulation.

The three methods reproduce the known value of the
Madelung self-energy on an ion in 2D-PBC, which can be
computed quickly to very high accuracy using the MMM2D
method. That energy, given by Eself=−q2F / �2L� with F
�3.900 264 920 0 in a square simulation box �Lx=Ly =L�,
plays an important role in the stability of 2D Wigner crystals,
in charging free energy calculations under PBC and in the
study of finite-size effects.18,22,35

A further demonstration that our method provides cor-
rect long-range electrostatic forces is provided in the form of
a calculation via molecular dynamics simulations of the
mean force on a sodium ion close to an air/water interface. A
nice agreement with the image-charge prediction of macro-
scopic electrostatics is observed within the limits of validity
of the theory. The dielectric discontinuity at the air/water
interface in the macroscopic model is found to be situated at
the very surface of the water slab �at a distance of 0.22 Å
under the molecular water surface defined by the criterion
used in Sec. V�.

We expect the results of the present work to be of wide
applicability to simulations of slab systems whenever an im-
plicit uniform background of charges can be assumed. Re-
search works related to the calculation of ionic solvation free
energies, study of surfaces with charged defects, bilayers of
charged particles, etc., can substantially benefit from the
derivations made in the present study.
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APPENDIX A: ENERGY DENSITY AND FACTORS
1/2

This appendix explains the origin of factor 1/2 in some
formulas, for example Eq. �1� when �nx ,ny�� �0,0� and Eqs.
�7� and �8�, but not in others such as Eqs. �6� and �14�. We
first note that, as a rule of thumb, interaction energy Ea-b

between two identical objects �a=b� gets a factor 1/2, while
no such factor must be included when a�b.

The factor 1/2 is a consequence of the fact that, when
using PBC, the energy that one computes is not the total
energy of the simulation box itself, but the energy per box of
the macroscopic sample made up of many copies of the pri-
mary cell. Indeed, dividing the macroscopic sample in B
boxes, its energy can be written as

Esample = �
b=1

B

Eb +
1

2 �
b,b�=1

b��b

B

Eb-b�, �A1�

where Eb is the energy of box b and Eb-b� is the interaction
energy between particles in box b and particles in box b�.
Since the macroscopic sample is large, the number of boxes
near the surface of the sample is negligible in front of the
number of boxes in the volume of the sample. We can there-
fore write, assuming a homogeneous sample divided in B
identical boxes of volume Vb,

1

2 �
b,b�=1

b��b

B

Eb-b� � B
1

2 �
b�=1

b��primary box b

B

Eb-b�. �A2�

We conclude that the energy per box is

E ª

Esample

B
= Eb +

1

2 �
b�=1

b��primary box b

B

Eb-b�. �A3�

All interactions between the simulation box and the periodic
images of the simulation box must therefore be accounted for
with a factor 1/2 to avoid double counting in the energy of
the macroscopic sample. Notice that the ratio of the energy
per box divided by the volume of the simulation box,
eªE /Vb=Esample / �VbB�, does measure correctly the energy
density of the macroscopic sample since VbB is the volume
of that sample. This explains the factor 1/2 in Eq. �1� when
�nx ,ny�� �0,0�.

When the system contains a neutralizing background, the
interaction of the primary box b1 with an image box b2 is the
sum of four interactions energies �which must all be ac-
counted for with a factor 1/2� between four different entities:

Eb1-b2
= Ec1-c2

+ Ec1-�2
+ E�1-c2

+ E�1-�2
, �A4�

where ci ��i� stands for the charges �neutralizing background
charge density� in box bi, i=1,2. The absence of factor 1/2 in
Eq. �6� results therefore from the fact that this energy is
actually the sum of the two energies Ec1-�2

and E�1-c2
which

lead to the same value after summation over all boxes. The
energies Ec1-c2

and E�1-�2
appear only once in Eq. �A4�, so

there is indeed a factor 1/2 in equations such as Eq. �8� or
Eq. �7� when r��Vb1

. When r��Vb1
, the factor 1/2 in Eq.

�7� simply prevents double counting within the box, accord-
ing to the usual relation

�
i

�
j�i

Ei−j =
1

2 �
i,j

i�j

Ei−j . �A5�
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APPENDIX B: EFFECTIVE KERNEL FORMULATION

In this appendix, we demonstrate that the energy given
by Eq. �9� of a charged system under 2D-PBC can be written
as a sum over an effective kernel PBC�r� as in �18�, similar
to the Ewald sum in 3D-PBC.36,37 To this aim, we reformu-
late Eq. �3� as

E�R� =
1

2 �
i,j=1

N

qiqjV�ri − r j� +
1

2 �
i,j=1

N

qiqj �
�nx,ny��D�R�

�
1

�nxLx + nyLy�
+

1

2 �
i,j=1

N

qiqj �
�nx,ny��D�R�

�� 1

�ri − r j + nxLx + nyLy�
−

1

�nxLx + nyLy�
	 , �B1�

where

V�r� = �0 if r = 0

1/�r� if r � 0 ,
 �B2�

and D�R� denotes all �nx ,ny��Z2 with 0� �nxLx�2+ �nyLy�2

�R2. The first term is already of the desired form; by ap-
proximation of the sum by an integral, one can see that the
second term is of the form

1

2 �
�nx,ny��D�R�

1

�nxLx + nyLy�
=

�R

LxLy
+ S + O�R−1� , �B3�

where the first term added up over all particles gives the
singularity ��Qtot

2 /LxLy�R that is subtracted in Eq. �9�, and
the constant term S is the self-energy of a unit charge, which
is given by S=−F / �2L� with F�3.900 26 in the case of a
square lattice Lx=Ly =L �see Eq. �31��. Regarding the third
term in Eq. �B1�, we note that for two vectors r and a,

1

�r + a�
+

1

�r − a�
−

2

�a�
= O��a�−3� , �B4�

which means that the last sum over �nx ,ny� in the third term
is in fact absolutely convergent provided the summands for
�nx ,ny� and �−nx ,−ny� are added in pairs, i.e., as in Eq. �B4�
with a=nxLx+nyLy �note that in 3D-PBC, the analogous sum
would be only conditionally convergent�. Therefore, Eq.
�B1� can be written as

lim
R→�

�E�R� −
�Qtot

2

LxLy
R	 =

1

2 �
i,j=1

N

qiqjPBC�ri − r j� , �B5�

where

PBC�r� ª V�r� + S + lim
R→�

�
�nx,ny��D�R�

�
1

2
� 1

�r + nxLx + nyLy�
−

1

�nxLx + nyLy�
	 . �B6�
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We derive an analytic formula for subtracting the spurious self-forces in particle–mesh methods that use
the analytical differentiation scheme, such as the Smooth Particle Mesh Ewald (SPME) method and the
Particle–Particle Particle–Mesh (P3M) method with analytical differentiation. The impact of the self-forces
on the accuracy of the particle–mesh methods is investigated, and it is shown that subtracting them can
improve the accuracy of the calculation for some choices of the method’s parameters. It is also suggested
to subtract exactly the approximate, mesh-computed, self-energy of each particle, replacing them by the
exact value. Subtracting in this way the self-energy and self-force of each particle not only improves the
accuracy, but also reduces the violation of momentum and energy conservation in particle–mesh methods
with analytical differentiation.

 2011 Elsevier B.V. All rights reserved.

1. Introduction

The computation of long-range forces in a many-particle system
is a demanding task that scales a priori as O (N2) with the num-
ber N of particles. Particle–mesh methods reduce the complexity
of this problem to O (N log N) by discretizing the system onto a
mesh and by taking advantage of the Fast Fourier Transform (FFT)
algorithm to solve the Poisson equation in Fourier space, where
it reduces to a simple multiplication by the Green function. For
higher efficiency, the pair interaction is moreover decomposed into
a short-range and a long-range parts, with the short-range inter-
actions computed in real-space, as in the Ewald method [1]. The
Particle–Particle Particle–Mesh (P3M) method [2] and the Smooth
Particle Mesh Ewald (SPME) method [3] are two such particle–
mesh methods that are widely used to compute Coulomb or grav-
itational forces in computer simulations.

In particle–mesh methods, various routes have been proposed
to compute forces from the mesh-based potential:

• differentiation in real space by finite differences,
• differentiation in real space using the exact gradient of the

assignment function used to interpolate the charge density
onto/from the mesh,

• differentiation in Fourier space by multiplying the potential
by ik.

The second route is referred to as the analytical differentiation
(AD) scheme, and it is used in the optimal energy-conserving

* Corresponding author. Tel.: +33 3 81 66 64 79.
E-mail address: vincent.ballenegger@univ-fcomte.fr (V. Ballenegger).

scheme discussed in Hockney and Eastwood’s book [2]. The third
route, called the ik-differentiation or force-interpolation scheme,
corresponds to calculate the electric (or gravitational) field at each
mesh point, and to interpolate this vectorial “force” field back to
the particle positions. The finite-differences scheme was favored
by Hockney and Eastwood in their implementation of the P3M
method, but the other schemes, implemented first in the PME
method [4] (for ik-differentiation) and in the SPME method [3]
(for AD differentiation), proved to be efficient and were later also
implemented in the P3M method [5,6].

Each scheme has its own merits and drawbacks. The ik-
differentiation scheme is the most accurate one but also the most
computationally expensive one, as it requires 3 inverse FFTs to
transform the vectorial electric field mesh back to real space (com-
pared to only one inverse FFT of the potential mesh in the other
schemes). The higher accuracy of this scheme permits however the
use of a coarser mesh, and accepting the two additional Fourier
transforms can be competitive on desktop computers (this route
becomes however less attractive in parallel distributed-memory
computers because of the global communications required by the
FFT’s) [7]. As shown by the thorough analysis of particle–mesh
methods in Hockney and Eastwood’s book, the ik-differentiation
and finite-differences schemes conserve momentum but not en-
ergy, while analytical differentiation conserves energy (in the limit
of small time steps) but not momentum [2, §5.3.3, §5.5 and §7.6].
In the AD scheme, a correction to all forces must be applied to
conserve at least the center-of-mass momentum [3]. This correc-
tion has unfortunately the collateral effect of breaking the exact
conservation of energy (a mass-weighted correction reduces this
drawback but does not remove it entirely) [8].

0010-4655/$ – see front matter  2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cpc.2011.01.026
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When a local violation of momentum conservation can be ac-
cepted, for example when the system is coupled to a thermostat,
analytical differentiation can be the most efficient route since it
requires less operations than the other schemes (especially when
compared to a finite difference operator of high order). The AD
scheme is commonly used in constant-temperature simulations
of condensed matter, plasmas and soft matter systems, including
large-scale biophysical simulations.

The main drawback of analytical differentiation is of course
its violation of momentum conservation, which arises both be-
cause the pair force (computed via the mesh) does not obey the
action–reaction principle, and because each particle is subjected to
a self-force that depends on its position relative to the mesh. It
has been proposed recently to subtract the self-forces by using a
tabulation of the self-force determined at the beginning of a simu-
lation [9,10]. After a brief reminder of the AD scheme (Section 2),
we derive in Section 3 analytical formulae for the self-force and
self-energy, for any position of a particle within a mesh cell. These
formulae provide a better understanding of the self-interactions,
and can be used to subtract them directly without having to first
tabulate them. The accuracy gain obtained by subtracting self-
forces in the analytically differentiated P3M method and the SPME
method is discussed in Section 4.

2. The analytical differentiation scheme

We consider a system made up of N charges qi at positions ri
in a periodic box of dimensions L1, L2, L3. The box is assumed to
be orthorhombic, and its volume is V = L1L2L3. The particle–mesh
methods use a mesh M of dimensions N1, N2, N3. The lattice spac-
ings are h1 = L1/N1, h2 = L2/N2, h3 = L3/N3 and the grid nodes
are rn = (h1n1,h2n2,h3n3), ni = 0 . . . Ni . Formally, the energy of
the system is approximated on the mesh by

EPM = 1
2

∑

rn,rn′ ∈M
qrn qrn′ G(rn − rn′) (1)

where G(rn) is the lattice Green function in real space for pe-
riodic boundary conditions. The charges at each mesh point are
computed via an assignment function W (r),

qrn =
N∑

i=1

qi W (ri − rn), (2)

where W (r) is the Hockney–Eastwood charge assignment func-
tion [11,2], equal to a product of three one-dimensional centered
B-splines of order P [12]. In the P3M method, the lattice Green
function is adjusted so that Eq. (1) gives the best possible discrete
approximation to the energy of the original system in continuous
space, while the lattice Green function in the SPME method differs
from the optimal one [12]. In the analytical differentiation scheme,
the forces are obtained by differentiating analytically the approxi-
mate energy (1):

F PM
i = −∇i EPM

= −
∑

rn,rn′ ∈M
(∇iqrn )qrn′ G(rn − rn′)

= −qi

∑

rn∈M
Φrn∇i W (ri − rn) (3)

where we used the fact that G(rn) is even and introduced the
mesh-based potential

Φrn =
∑

rn′ ∈M
qrn′ G(rn − rn′). (4)

The particle–mesh force (3) is hence obtained by interpolating the
mesh-based potential back to the particle position using the gra-
dient of the charge assignment function. The convolution (4) for
the potential mesh is computed in practice as a multiplication in
Fourier space by the reciprocal lattice Green function G̃(kn), the
result of which is transformed back to real space to compute the
forces via (3). The expression of the optimal G̃(kn) for the analyt-
ically differentiated P3M method can be found in Ref. [6], while
the corresponding expression for the SPME method is derived in
Ref. [13]:

G̃SPME(kn) = φ̂(kn)

(
∑

m∈Z3 Û (kn+N·m))2
(5)

where N = diag(N1, N2, N3) is a diagonal matrix made with the
mesh dimensions and φ̂(k) is the pair interaction between the
particles in Fourier space. When the pair interaction is decom-
posed according to the Ewald method [1,14], φ(r) corresponds to
the Coulomb interaction of a point charge interacting with a Gaus-
sian charge distribution of width α−1: φ̂(k) = 4π

k2 exp(−k2/(4α2)).
The complementary interaction ψ(r) ≡ 1/r −φ(r) = (1−erf(αr))/r
is short-ranged and computed in real space by direct pair-wise
summation. The Ewald screening length α−1 is a free parameter
that impacts, with an exponential dependence, the accuracy of the
method, but not its computational cost; it has to be fine-tuned for
getting the best accuracy (see Section 4). The wavevector kn be-
longs to the finite reciprocal mesh M̃ = {kn = n1

2π
L1

ê1 + n2
2π
L2

ê2 +
n3

2π
L3

ê3} where nβ = −Nβ/2 + 1,−Nβ/2 + 2, . . . , Nβ/2, β = 1,2,3.

The function Û (k) = Ŵ (k)/(h1h2h3) is equal to the Fourier trans-
form of the B-spline assignment function W (r) of order P divided
by the volume of a mesh cell:

Û (kn) =
(

sin(πn1/N1)

πn1/N1

sin(πn2/N2)

πn2/N2

sin(πn3/N3)

πn3/N3

)P

. (6)

3. Expressions for the self-force and self-energy

The self-force is an artefact caused by the analytical differentia-
tion scheme which breaks a symmetry: the forward and backward
mapping of the charges onto/from the mesh is not performed us-
ing the same charge assignment function, since its gradient is used
in the force interpolation (3) [2, p. 151]. Cerutti et al. [9] measured
the self-force at various points in a mesh cell, and showed that the
self-force, along direction β = 1,2,3, on a charge q located at r is
well described by a Fourier sine series

F self
β (r) & q2

∞∑

n=1

a(n)
β sin(n2π sβ ), sβ = rβ

hβ
. (7)

Note that the self-force is periodic over distances hβ , as expected.
More generally, the self-force can be expanded as

F self
β (r) = q2

∑

m∈Z3

b(m)
β sin

(
2π(m1s1 + m2s2 + m3s3)

)
. (8)

We prove in Appendix A that, for an orthorhombic simulation cell,
the Fourier coefficients b(m)

β are given by

b(m)
β = 2πmβ

hβ

1
2V

∑

kn (=0

G̃(kn)
∑

m′∈Z3

Û (kn+N·m′)Û (kn+N·(m′+m)).

(9)

We note that these coefficients are odd in m: b(−m)
β = −b(m)

β . The

coefficients a(n)
β in expansion (7) are therefore given by a(n)

β =
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2b
(nêβ )

β , or, fully explicitly,

a(n)
β = 2πmβ

hβ

1
V

∑

kn (=0

G̃(kn)
∑

m′∈Z3

Û (kn+N·m′)Û (kn+N·(m′+m))

(10)

where m is fixed to m = nêβ with êβ the unit vector in direc-
tion β . The general formula (9) for the coefficient b(m)

β can be used
to compute terms beyond the decoupled approximation (7), for
example terms varying like sin(2π(s1 + s2)), sin(2π(s1 + s3)) or
sin(2π(s2 + s3)).

The self-interaction energy EMS(r) of a charged particle located
at r can also be expressed as a Fourier series. As shown in Ap-
pendix A, we have

EMS(r) = q2
∑

m∈Z3

c(m) cos
(
2π(m1s1 + m2s2 + m3s3)

)
(11)

with coefficients given by

c(m) = − 1
2V

∑

kn (=0

G̃(kn)
∑

m′∈Z3

Û (kn+N·m′)Û (kn+N·(m′+m)). (12)

EMS(r) is the approximate (mesh-computed) “Madelung self-
energy” of a particle (see [15]), defined as the sum of the in-
teraction energy of the particle with itself (“Ewald” self-energy)
and with its own periodic images (Madelung energy). Note that
F self(r) = −∇EMS(r). The self-force is therefore a consequence of
the approximate space-dependent self-energy and of the analytical
differentiation scheme.

4. Numerical results and discussion

Our test system is made up of N = 800 charged particles (400
carry a positive and 400 a negative unit charge) distributed at ran-
dom in a cubic simulation box of length L = 20 units. Forces are
measured in units of C2/L2 where the unit of charge C and the
unit of length L are arbitrary (C and L could be for example
the electronic charge and one Ångström, or a solar mass and a
parsec in a cosmological simulation). If the unit of length is mul-
tiplied by a scale factor s > 0 (L′ = sL), forces are multiplied by
a factor s−2 and the density of the system is multiplied by fac-
tor s−3 (i.e. it is reduced if s > 1). By applying such a scaling to
our results, the density of our test system (0.1 particle/L3) can
easily be converted into any other value. The results obtained for
our test system are therefore representative for charged systems
characterized by a uniform random charge distribution of arbitrary
density. We chose the same reference density 0.1 particle/L3 as
in Ref. [12] but work with a system size twice larger for bet-
ter statistics and for allowing larger real-space cutoffs (note that
results for L = 10, N = 100, mesh size M = N1N2N3 = 323 and
real-space cutoff rc = 4 are equivalent by extensivity to results for
L = 20, N = 800, mesh size M = 643 and the same cutoff rc = 4).
We varied the mesh size from M = 163 to 643, the real-space cut-
off from rc = 2 to 9 and the spline interpolation order P from
3 to 7.

Fig. 1 shows the accuracy gain brought by subtracting the self-
forces in the P3M algorithm with analytical differentiation, as a
function of the Ewald splitting parameter α, for various choices
of the mesh size and of the real-space cutoff distance rc . The
spline interpolation order is fixed to P = 5, but similar curves are
found for other values of P . Analogous results are obtained for the
SPME method (data not shown). When rc = 9, the optimal accu-
racy of the P3M method is obtained when α & 0.3 for M = 163

and α & 0.4 for M = 643. The optimal value of α shifts to larger

Fig. 1. The root-mean-square accuracy 'F =
√

1
N

∑
i(F i − F exact

i )2 of the P3M forces
(computed with analytical differentiation) is shown for our uniform test system
(see text) as a function of the Ewald parameter α for different mesh sizes (from
163 to 643) and different real-space cutoff distances rc (from 2 to 9). The spline
interpolation order is set to P = 5. The accuracies of the particle–particle part of
the force calculation for cutoffs rc = 2,3 and 4 are shown as dotted lines. Solid
lines represent the accuracy of the particle–mesh forces obtained when self-forces
are subtracted, while dashed lines correspond to the accuracy with self-forces in-
cluded.

Table 1
Fourier coefficients b(m)

β for the self-force along direction β = 1 computed using

Eq. (9) for a cubic box of side L = 20, mesh size M = 323, Ewald parameter α =
0.83 and spline interpolation order P = 5. The self-force F self

β=1(r1, r2, r3) does not
depend solely on particle coordinate r1; its dependence on coordinates r2 and r3
is described by Fourier coefficients with vector m = (m1,m2,m3) not purely along
direction 1.

m1 m2 m3 Fourier
coefficient (L−2)

1 0 0 1.706×10−3

2 0 0 1.528×10−4

3 0 0 4.198×10−5

4 0 0 1.722×10−5

. . .

1 ±1 0 1.960×10−6

1 0 ±1 1.960×10−6

2 ±1 0 1.682×10−7

values when the real-space cutoff is reduced. For rc = 3, the opti-
mal value of α is for example αopt & 0.83 for M = 323 and P = 5.
With parameters in this range, the accuracy of the forces is im-
proved by about 30% when the self-forces are subtracted.

When using a large cutoff rc & 9 (and hence a small α), no gain
in accuracy is obtained by subtracting the self-forces: the dom-
inant source of error is then not the self-forces, but errors in the
interparticle forces. It is therefore worthy to subtract the self-forces
only when one uses a relatively small cutoff in the simulation. The
choice of the cut-off is dictated in part by the particular system
under study (i.e. whether there are other short-range interactions
to be computed in the pair-wise summation in real space) and by
the respective timings, for various combination of parameters rc ,
M and P , of the particle–particle part and of the particle–mesh
part of the P3M (or SPME) method. Decreasing the cut-off makes
indeed the particle–particle part of the algorithm faster, but the
particle–mesh calculation has to be able to deliver the required
accuracy sufficiently quickly. At the end, the cutoff is determined
from the optimal set of parameters {rc, M, P } that provides the
prescribed accuracy with the shortest possible computational time.
Small cut-offs are usually present in simulations of dense (charged)
systems.
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We list in Table 1 the first few Fourier coefficients b(m)
β for the

self-force in direction β = 1, calculated with Eq. (9) for parameter
values in the region where the subtraction of the self-force brings
a substantial increase in accuracy. Thanks to the rapid decay of the
coefficients, the Fourier series of the self-force can be truncated es-
sentially after the first two terms, in agreement with the findings
of Ref. [9]. The self-force F self

β=1(r1, r2, r3) does not depend solely on
particle coordinate r1. Its dependence on the other coordinates is
described by Fourier coefficients with vector m = (m1,m2,m3) not
purely along direction 1. As these terms are found to be smaller
than the uncoupled terms a(n)

β for n 6 4, they can safely be ne-
glected, unless one wants to calculate the self-force to a very high
precision.

Though particle–mesh algorithms with analytical differentiation
don’t conserve momentum, they do conserve energy in the limit
of small time steps. The subsequent correction of forces to enforce
conservation of the center-of-mass momentum breaks down how-
ever this exact conservation. To preserve it as well as possible, one
has to subtract not only the self-forces, but also the interaction
energy EMS(r) of each particle with itself and with its periodic
images, which is given by formula (11). The exact Madelung self-
energy of a particle (which is a constant) can then be added back
so that particles have the right self-energy associated to the pe-
riodic boundary conditions. In this way, the energy (1) of the
discretized system is modified in a way consistent with the sub-
traction of the self-forces to maintain the equality F i = −∇i EPM. A
correction of this kind has been introduced in Ref. [16] to remove,
on average, the bias of the P3M energies that is caused by the
approximate (mesh computed) self-interactions. Correcting exactly
these self-interactions at the level of each particle will improve the
accuracy of the computed energies beyond the average correction
of Ref. [16].

In summary, we have shown that the accuracy of particle–
mesh calculations can be enhanced, especially for small cut-offs,
by removing (or correcting in the case of the energy) the self-
interaction of each particle. Our analytic expressions for the self-
interactions, namely the self-force associated to the analytical dif-
ferentiation scheme and the self-energy, can be evaluated during
a simulation at virtually no computational cost. A further benefit
of subtracting the self-interactions is that it reduces the amount
of non-conservation of momentum (and energy) in particle–mesh
methods with analytical differentiation.

Appendix A. Proof of formulae (8)–(9) for the self-force

Let F (r1, r2) be the particle–mesh force felt by a test particle
with unit charge at r1 due to a particle with unit charge at r2
when analytical differentiation is used. That function can be ex-
pressed as a Fourier series in both variables

F (r1, r2) = 1
V 2

∑

k1,k2

F̂ (k1,k2) ei(k1·r1+k2·r2) (A.1)

where the Fourier coefficients are given by [10]

F̂ (k1,k2) = −ik1 V Û (k1)Û (k2)G̃
(
kG

1
) ∑

m∈Z3

δk1+k2+kN·m . (A.2)

Vector kG
1 is defined as in Ref. [10] – that is as vector k1 folded

back into the first Brillouin zone M̃; matrix N and vector kn (here
for n = N · m) are defined in Section 2 of the main text. The self-
force is obtained by setting r1 = r2 in (A.1):

F self(r)

= F (r, r)

= 1
V

∑

k1,k2

(−ik1)Û (k1)Û (k2)G̃
(
kG

1
)∑

m

δk1+k2+kN·m ei(k1+k2)·r

= 1
V

∑

k1

(−ik1)G̃
(
kG

1
)
Û (k1)

∑

m

Û (k1 + kN·m)e−ikN·m·r

= − 1
V

∑

k1

k1G̃
(
kG

1
)
Û (k1)

∑

m

Û (k1 + kN·m) sin(kN·m · r)

(A.3)

where the last equality holds because G̃(k) and Û (k) are even
functions of vector k. Since kN·m ·r = 2π(m1s1 +m2s2 +m3s3) with
sβ = rβ/hβ , the self-force is periodic over distances hβ and we can
write

F self(r) =
∑

m

b(m) sin
(
2π(m1s1 + m2s2 + m3s3)

)
(A.4)

where

b(m) ≡ − 1
V

∑

k1

k1G̃
(
kG

1
)
Û (k1)Û (k1 + kN·m). (A.5)

Decomposing the wavevector k1 as k1 = kn + kN·m′ with kn = kG
1

the folded position into the first Brillouin zone M̃ and m′ ∈ Z3, we
find that the term with kn gives a contribution to the self-force
that vanishes by symmetry, since kn is odd while G(kn) is even
and

f (m)(kn) ≡
∑

m′∈Z3

Û (kn+N·m′)Û (kn+N·m′+N·m) (A.6)

is an even function of kn for any fixed vector m. This result corre-
sponds to the absence of self-force in the case of ik-differentiation
[in that scheme the particle–mesh pair force is indeed given
by (A.2) with k1 replaced by kG

1 ]. Eq. (A.5) reduces therefore
to

b(m) = − 1
V

∑

kn∈M̃
G̃(kn)

∑

m′∈Z3

kN·m′ Û (kn+N·m′)Û (kn+N·m′+N·m).

(A.7)

Since b(m) = −b(−m) , we can rewrite the previous expression as

b(m) = b(m) − b(−m)

2
= kN·m

1
2V

∑

kn

G̃(kn) f (m)(kn) (A.8)

where symmetries were used to factor out the vector kN·m . This
formula for coefficient b(m) is equivalent to expression (9) given in
the main text.

Formulae (11)–(12) for the Madelung self-energy EMS(r) of a
particle can be obtained by integrating term by term the Fourier
series (A.4) for the self-force. Alternatively, it can also be de-
duced directly by noticing that EMS(r) is given by the first line
of Eq. (A.3) in which factor (−ik1) is replaced by 1

2 .
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ABSTRACT: We demonstrate explicitly how the two seemingly different particle mesh Ewald methods, the smooth particle
mesh Ewald (SPME) and the particle−particle particle mesh (P3M), can be mathematically transformed into each other. This
allows us in particular to convert the error estimate of the P3M method in the energy-conserving scheme (also known as “P3M
with analytic differentiation”) into an error estimate for the SPME method, via a simple change of the lattice Green function. Our
error estimate is valid for any values of the SPME parameters (mesh size, spline interpolation order, Ewald splitting parameter,
real-space cutoff distance), including odd orders of splines. The problem with the self-forces is avoided thanks to an analytical
formula that allows to subtract them directly within the particle mesh calculation. Plots of the accuracy of the SPME forces are
provided for a wide range of parameter values. The main use of the error estimate is to allow a simulation program to scan
quickly the multidimensional parameter space to find the best set of parameters to achieve a target accuracy at the smallest
computational cost. As a byproduct, we show how a SPME code can be transformed into a P3M version by changing a few lines
of code. We demonstrate also that the P3M lattice Green function can be approximated by a closed form expression, computable
on-the-fly, that provides essentially the same accuracy as the full function.

1. INTRODUCTION
Particle mesh methods, such as particle−particle particle mesh
(P3M)1 and smooth particle mesh Ewald (SPME),2 are ef-
ficient methods to compute long-range Coulomb (or gravita-
tional) forces in simulations of many-particle systems.3,4 By
using fast Fourier transform (FFT) routines to solve the
Poisson equation in Fourier space, they convert the task of
computing O(N2) pairwise interactions into a task that scales as
O(N log N) with the number of particles. To improve the
accuracy, the pair interaction is moreover decomposed into a
short-ranged component that decays rapidly in real space and a
smooth long-ranged component that decays rapidly in Fourier
space.5 The short-ranged interactions are computed via a
double loop over particle−particle interactions, while the long-
range components are computed by particle−mesh mapping
of the density (charge or mass), convolution of the mesh-
based density with the appropriate Green function, and mesh−
particle mapping of the resulting potential.
Several variants of P3M algorithms exist, associated to

different choices of the splitting function used to decompose
the interaction into a short- and a long-ranged part and to
different choices of the differentiation scheme used to compute
forces from the mesh-based potential. The differentiation
schemes fall in two classes: energy- and momentum-conserving
schemes.1,6 In momentum conserving schemes, the potential is
differentiated numerically (using finite differences in real space
or by multiplication by ik in Fourier space) and then inter-
polated to the particle positions in continuous space. In the
energy conserving scheme, forces are obtained from the exact
gradient of the potential energy of the system discretized on the
grid. That latter scheme conserves energy but not momentum.1,7

The accuracy of the P3M method has been studied in depth for
different choices of ingredients in the method.1,6,8−10 Thanks to
that analysis, the sources of errors in P3M algorithms are fully
understood, and the accuracy of the method has been opti-
mized via the use of error-minimizing lattice Green functions,
that help reducing truncation and aliasing errors. A further
benefit of that analysis is that the error of the method is under
full control: An analytical formula predicts the accuracy as
function of the various “free” (user defined) parameters of the
method. Using this a priori error estimate, a simulation pro-
gram can determine automatically the set of P3M parameters
(mesh size, interpolation order, Ewald splitting parameter, real-
space cutoff) that is optimal, in the sense that it achieves the
prescribed accuracy at a minimal computational cost.
The purpose of this paper is to show how the SPME method

can be transformed into a P3M method and vice versa, and that
the error analysis of the P3M method can be adapted to
understand and predict the errors of the SPME method.2 We
focus in this paper on SPME, as it supersedes particle mesh
Ewald (PME)26 in practice, and it is implemented in several
mainstream molecular dynamics simulation packages, such as
GROMACS,11 AMBER,12 and NAMD.13 Whereas the deriva-
tion of SPME and P3M are different, the result of the SPME
derivation is a special case of the more general P3M method,
in which the splitting function is the error function. In the
SPME approach, the Green function for the system dis-
cretized on the lattice differs from the continuous-space inter-
action by contributions inherited from the employed exponential
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Euler spline approximation. This contrasts with the P3M ap-
proach, where the lattice Green function is optimized to ensure
that the mesh calculation give results as close as possible, in a
least-squares sense, to those of a continuous-space calculation.
A further difference between the two approaches lies in the
choice of the differentiation scheme. P3M is often implemented
with a momentum-conserving differentiation scheme (the orig-
inal implementation14 used finite differences, several later
implementations employ ik differentiation), while the SPME
method uses normally the “analytical differentiation” (AD)
scheme, which is an energy-conserving scheme introduced in
the 1970s.6,15 Since the AD scheme provides better accuracy in
less operations than the finite differences scheme, it can be a
cost-effective solution provided that the small local violation of
momentum conservation inherent to that scheme can be ac-
cepted in the simulations. The optimization of the lattice Green
function of a P3M method that uses the AD scheme can be
found in refs 6 and 16. In this work, we give the link between
the different notation and terminology used in the P3M and
SPME methods, building upon the presentation and compar-
ison of particle mesh methods of ref 9. By viewing the SPME
method as a P3M method that uses analytical differentiation
and a lattice Green function that differs from the optimal P3M
error-minimizing one, we show how the a priori error estimates
derived for P3M can be converted into an error estimate for the
SPME method.
The error estimate for the SPME method introduced in this

paper can be used to tune easily the parameters of the method
[size of the mesh in each direction (M1, M2, M3), charge inter-
polation order (P), Ewald splitting parameter (α), and real-
space cutoff distance (rc)] to maximize efficiency and hence
save valuable computer and user time. Compared to a SPME
error estimate derived recently,17 our error estimate is more
general and simpler to use. It is valid for any interpolation
order, and it is also given by an analytic formula which can be
evaluated quickly. Contrary to the error estimate derived in ref 17,
our approach does not require an expensive calculation of the
root-mean-square (rms) error arising from self-forces: We
subtract these self-forces directly within the particle mesh cal-
culation using a formula we derived in ref 10.
The paper is organized as follows. In Section 2, we recall the

main formulas of the P3M method in the general case of a tri-
clinic cell, with a special emphasis on the analytical differ-
entiation scheme and the definition and meaning of the lattice
Green function. This provides the background needed in Section 3
to derive the mathematical link between the two methods,
which is embodied in the lattice Green function (eq 3.7) of the
SPME method. In Section 4, we give the error estimate for the
SPME method and expose also how the SPME algorithm can
be modified in practice to use the optimized lattice Green func-
tion derived within the P3M approach. The numerical results
presented is Section 5 demonstrate the accuracy and usefulness
of the error estimate. We show that the P3M lattice Green
function optimized for computing the energy, for which a
closed form expression exists, provides virtually the same ac-
curacy as the true optimal lattice Green function. For cutoffs
and accuracies typically employed in atomistic simulations (e.g.,
9 Å cutoff and rms force error of ∼10−4), the increase in
accuracy brought by modifying SPME to use the optimal P3M
lattice Green function turns out to be small. Section 6 contains
a summary of the findings and concluding remarks.

2. SUMMARY OF P3M METHOD
We consider an overall neutral system of point charges qi at
locations ri (i = 1, ..., N) in a unit cell of volume V defined by
edge vectors aβ, β = 1, 2, 3. The charges interact via Coulomb’s
law, and periodic boundary conditions are applied, i.e., the cell
is replicated along the directions of the edge vectors aβ’s, which
need not to be orthogonal. The objective is to compute
efficiently the energy E of the system

∑ ∑= ′
| − + ̲ · |

∈ =
r r n

E
q q

L
1
2

n i j

N
i j

i j, 13 (2.1)

and the forces acting on each particle, which are defined by
Fi = −∇iE. In eq 2.1, L = diag(|a1|, |a2|, |a3|) is a diagonal matrix
formed with the lengths of the primitive cell translation vectors,
and the sum over vectors n (which have integer com-
ponents) account for the periodic boundary conditions. The
prime indicates the omission of the i = j term when n = 0. The
sum is only conditionally convergent, and we assume here the
usual spherical summation order with conducting boundary
conditions.18,19

The P3M method is based on three main ideas: (i) decom-
position of the pair interaction into a short-range interaction
(calculated in real space) and a smooth long-range interaction
with a fast decay in Fourier space; (ii) discretization of the
system onto a mesh to take advantage of the FFT algorithm to
solve, in Fourier space, the Poisson equation associated to the
long-range forces (this equation reduces to a simple multi-
plication by a lattice Green function); and (iii) use of a lattice
Green function that optimizes the accuracy of the calculation.

2.1. Decomposition of the Pair Interaction. The
splitting of the interaction into a short- and a long-range part
is performed in P3M using the same principle as in the Ewald
method,5,20 namely by introducing a compensating charge dis-
tribution around each particle. In the Ewald method, this
screening distribution is a Gaussian of width 1/(2α), which
leads to the following decomposition of the interaction:

= ψ + φ = − α + α
r

r r
r

r
r

r
1

( ) ( )
1 erf( ) erf( )

(2.2)

where erf(x) is the error function and the free parameter α
controls the relative importance of both contributions. In that
decomposition, the long-range part ϕ(r) = erf(αr)/r corre-
sponds to the interaction of a point charge with a Gaussian
charge distribution of width 1/(2α), while the short-range part
ψ(r) = (1−erf(αr))/r corresponds to the interaction of a point
charge with a point charge screened by the Gaussian charge
distribution. In the P3M method, several shapes for the screen-
ing charge distribution have been considered, among which the
Gaussian shape (called S3) corresponds to the above Ewald
splitting.21,22 Since the various screening distributions gave
similar accuracies,1,23 it is assumed here that P3M is imple-
mented with standard Gaussian screening (for other choices,
see e.g. ref 24). Since the potential ψ(r) is short ranged, ψ can
be computed easily by direct summation in real space. The
long-range interaction ϕ is sometimes called the “reciprocal-
space interaction”, because interactions ϕ between the particles
are most easily computed in reciprocal (Fourier) space. The
Fourier transform of that interaction:

∫φ̂ = φ = π − α− ·k r r
k

k( ) ( )e d
4

exp( /(4 ))k ri 3
2

2 2
(2.3)
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has a fast decay with k. Upon rewriting the long-range inter-
actions between particles in Fourier space (Ewald method), the
energy of the system can be written as the sum of the real-space
energy E(r) = 1/2∑n∈ℤ3 ∑i,j=1

N 'qiqjψ(|ri − rj + L·n|), the
reciprocal-space energy

∑= φ̂ |ρ̂ |
≠

k kE
V

1
2

1
( ) ( )

k

k( )

0

2

(2.4)

and the self-energy E(s) = −(α/√π)∑iqi
2. In eq 2.4, the struc-

ture factor

∑ρ̂ =
=

− ·k q( ) e k r

i

N

i
i

1

i

(2.5)

is the Fourier transform of the charge density ρ(r) =∑iqiδ(r − ri).
The sum over k runs over all reciprocal lattice points (except
k = 0): The wave vector k is of the form

= π * + * + *k a a an n n2 ( )n 1 1 2 2 3 3 (2.6)

with n = (n1, n2, n3) ∈ ℤ3 a triplet of integers, and the reci-
procal lattice vectors aα* are defined by the relations aα*·aβ = δαβ
(the Kronecker δ), for α, β = 1, 2, 3. The reciprocal lattice
vectors are thus given by a1* = (1/V)(a2 × a3) with cyclic
permutations for a2* and a3*, and V = a1·(a2 × a3). Notice that
the self-energy term E(s) subtracts the Ewald self-energy ϕ(0) of
each particle included in the reciprocal energy E(k).
2.2. Mesh Calculation of the Reciprocal Energy. The

computation of eq 2.4 requires a priori O(N2) operations (or
O(N3/2) if the cutoff used in the real-space calculation depends
on the Ewald splitting parameter α in a specific way),25 because
eq 2.5 is a sum of N terms and needs to be evaluated for a
number of wave vectors that grows linearly with the volume of
the simulation box and hence with the number of particles. The
basic idea in particle mesh methods is to reduce the com-
putational cost to O(N log N) by replacing the continuous
Fourier transform ρ̂(k) in eq 2.4 by a FFT. To this end, the
system is discretized onto a grid with fixed lattice spacing, that
is, each direction aα of the unit cell is divided into Nα mesh
points. The edges of a mesh cell have lengths h1 = |a1|/N1, h2 =
|a2|/N2, and h3 = |a3|/N3. The charge qrn at each mesh point rn is
computed using an assignment function W(r):

∑≡ −r rq q W( )r n
i

i in
(2.7)

where periodic boundary conditions are implicitly assumed in
eq 2.7. If analytical differentiation is used, W(r) must be
differentiable. An assignment function that distributes a charge
to its P nearest mesh points (separately in each dimension) is
called a P order assignment function. It is usually chosen to be
of the product form

=rW w s w s w s( ) ( ) ( ) ( )P( )
1 2 3 (2.8)

where w(s) is an even function with finite support [−P/2, P/2]
and

= + +r a a a
s
N

s
N

s
N

1

1
1

2

2
2

3

3
3

(2.9)

where sα = Nαaα*·r ∈ [0, Nα] is the coordinate of r along
direction aα scaled by the number of mesh points Nα. Hockney
and Eastwood’s choice for w(s) is a B-spline of order P. More

details on charge assignment can be found in refs 1,9,16,21,23 We
can introduce the mesh-based charge density by setting

ρ =r
N N N

V
q( )n rM

1 2 3
n (2.10)

where rn ∈  and  = {rn = (n1/N1)a1 + (n2/N2)a2 + (n3/N3)
a3: nα = 0, 1, ..., Nα − 1, α = 1, 2, 3} denotes the set of all mesh
points. Notice that ρM(rn) can be written as a convolu-
tion of the (periodic) charge density ρ(r) with the assignment
function:

∫ρ = ρ ′ − ′ ′


r r r r r
N N N

V
W( ) ( ) ( )dM

1 2 3 3
3 (2.11)

Once the charges are assigned to the mesh, the finite Fourier
transform of the mesh-based charge density

∑ρ̃ = ρ = ρ
∈

− ·



k r
V

N N N
( ) FFT[ ] ( )e

r
n

k r
M M M

i

1 2 3
n

n

(2.12)

may be computed via the FFT algorithm (we denote finite
Fourier transforms by a tilde instead of a hat to distinguish
them from usual Fourier transforms). Notice that the volume
element d3r of the usual transform takes here the form of the
volume of a mesh cell V/(N1N2N3). ρ̃M (k) is defined for wave
vectors in the (finite) reciprocal lattice

̃ = = π * + * + * ∈

| | ≤ − α =
α

α α

 k a a an n n n

n N

{ 2 ( ): ,

( 1)/2, 1, 2, 3}
n 1 1 2 2 3 3

(2.13)

In the P3M method, the reciprocal Ewald energy eq 2.4 is
approximated by the mesh formula

∑= ̃ |ρ̃ |
≠
∈∼



k kE
V

G
1
2

1
( ) ( )

k
k

k
MP3M

( )

0

2

(2.14)

The reciprocal interaction φ̂(k) is thus replaced by a lattice
Green function (or “influence function”) G̃(k), which will be
chosen, as suggested by Eastwood,6 in a way that optimizes the
accuracy of the mesh calculation. For later purposes, it is useful
to note that eq 2.4 can be expressed in real-space as

∑= −
=

r rE q q G
1
2

( )k

i j

N

i j i j
( )

, 1
cont.

(2.15)

where Gcont.(r) = V−1∑k≠0 exp(ik·r)φ̂(k) is the continuous-
space Green function of the system under periodic boundary
conditions. If that Green function reduces to φ̂(k) in Fourier
space [Ĝcont.(k) = φ̂(k) for k∈̃], it differs from ϕ(r) in real
space, since it is given by the inverse Fourier series (rather than
full) transform of φ̂(k). That difference accounts precisely for
the periodic boundary conditions that are embedded in the
Green function. When the system is discretized onto the mesh,
the energy is computed using eq 2.14 or equivalently in real
space by

∑= −
∈

r rE q q G
1
2

( )
r r

r r n m
k

P3M
( )

,n m
n m

(2.16)

where G(rn) = FFT−1[G̃](rn) is the lattice Green function in
real space. The reciprocal-space energy (eq 2.15) can also be
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written as E(k) = (1/2)∑iqiΦ(k)(ri) in term of the (reciprocal
space) electrostatic potential at point r defined by

∫Φ = ρ ′ − ′ ′r r r r rG( ) ( ) ( )dk
V

( )
cont.

3
(2.17)

In Fourier space, this convolution becomes the product
Φ̂(k)(k) = ρ̂(k)Ĝcont.(k), which can be approximated on the
mesh by

Φ̂ ≃ ρ̃ ̃k k kG( ) ( ) ( )
k

M
( )

(2.18)

2.3. Calculation of Forces. Once the potential Φ(k) is
known, the forces acting on the particles are obtained by dif-
ferentiating the energy. This step can be performed in several
ways:

(i) finite-differences scheme: differentiation by computing
finite differences in real space

(ii) analytical differentiation (AD) scheme: forces are ob-
tained by differentiating exactly the mesh-based energy
(eq 2.16):
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∑
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n n

n n

n (2.19)

where we used that G(rn) is even and Φ(k)(rn) 
∑rn′∈ qrn′G(rn − rn′) is the potential at mesh point rn.
Forces are therefore calculated in this scheme by interpolat-
ing the mesh-based potential back to a particle position
using the gradient ∇W(r) of the charge assignment
function.

(iii) ik-differentiation scheme: differentiation in Fourier space
by multiplying the potential by ik.

In the first two schemes, one computes the inverse FFT of
the (scalar) electrostatic potential (eq 2.18) to get Φ(k)(rn) in
real space and calculate then the forces either by using finite
differences or by using the exact analytic gradient ∇W(r). It
should be emphasized that the analytical differentiation scheme
amounts to computing the exact gradient of an approximate
energy (the energy, eq 2.16, of the discretized system), while
the ik-differentiation scheme corresponds to approximating
the formula for the force (i.e., the gradient of the exact energy,
eq 2.15) as well as possible on a mesh.
The ik-differentiation scheme, also known as force-

interpolation scheme, is the most accurate one, but it requires
to compute the inverse FFT of a vectorial field. The force-
interpolation scheme amounts to calculating the electric (or
gravitational) field at each mesh point and to interpolating this
vectorial “force” field back to the particle positions. In the
context of particle mesh methods, force interpolation was
introduced first in the PME method26 and then in P3M by
Bertschwinger et al.8 The ik-differentiation and finite-differ-
ences schemes are known as “momentum conserving schemes”,
as they conserve momentum but not the energy.1

The forces obtained with analytical differentiation are
conservative (since they are the exact gradient of an energy),
so the AD scheme is an energy-conserving scheme. In Lewis’
original energy-conserving scheme,15 analytical differentiation is
used together with a potential that is solved by using a specific

finite-difference form of Poisson’s equation, but Langdon show-
ed that almost any potential solver can be used.7 The AD
scheme conserves the energy (in the limit of small time steps)
but not momentum.1,7 When using this scheme in a simulation,
a correction must be applied to the forces to enforce at least
the conservation of the center-of-mass momentum.2 That
correction has unfortunately the collateral effect of breaking the
exact conservation of energy.
For a more thorough discussion of the merits and draw-

backs of each scheme and comparison of accuracies, see refs
1, 3, and 9. P3M is often associated with finite differences
because Hockney and Eastwood advocated the use of this
scheme in their book1 (that scheme turned out to be the
most effective at that time where memory constraints were
strong and where the computations were done at low force
accuracy [interpolation order 1 or 2] due to the small computing
power). We will refer to a P3M method with ik-differentiation as
“P3M-ik” and to a P3M method with analytical differentiation as
“P3M-AD”.

2.4. Optimal Lattice Green Functions. In the simplest
implementation of P3M, the lattice Green function would be
taken to be equal to the continuous-space Green function:

̃ = ̃ = φ̂k k kG G( ) ( ) ( )n n ncont. (2.20)

But this simple Poisson solver gives poor accuracy, because it
neglects the reshaping effect due to the charge assignment onto
the mesh, which amounts to giving a finite size to the particles.
The mesh-based charge density can indeed be seen as resulting
from the sampling, at grid points, of a continuous smoothed
charge density obtained by replacing each point charge by a
cloud of charge density W(r).1 We stress that this reshaping
effect is due purely to charge assignment, and it is not related to
the Ewald Gaussian screening contained in the reciprocal
interaction φ̂(k). Because of this assignment (or interpolation)
smoothing, the high-frequency harmonics of the mesh-based
charge density ρ̃M(k) are damped compared to those of ρ̂(k).
In P3M, the lattice Green function is adjusted to compensate
for this damping and also to reduce other errors arising from
truncation and aliasing.
Since eq 2.11 is a convolution, the (continuous) Fourier

transform of ρM(r) is given by the product ρ̃M(k) = Û(k)ρ̂(k),
where Û(k) is equal to the Fourier transform Ŵ(k) of the
charge assignment function divided by the volume of a mesh
cell. For a B-spline assignment function of order P, one has
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If the harmonic content of function ρ̂M(k) is negligible
beyond the Nyquist frequency π/hβ (for each direction β = 1, 2, 3),
no information is lost by the sampling on the mesh, and the
discrete Fourier transform yields the exact spectrum: ρ̃M(k) =
ρ̂M(k) = Û(k)ρ̂(k). From this relation, and by comparing
eqs 2.14 to 2.4, we find that the accuracy of the Poisson solver
can be increased by setting the lattice Green function to

̃ =
φ̂
̂

k
k

k
G

U
( )

( )

( )
n

n

n
2

(2.22)
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That function contains a “sharpening” factor 1/Û2(kn) that
compensates for the smoothing introduced by the mapping
of the charges onto the mesh and by the back interpola-
tion of the mesh results to continuous space. The use of the
adjusted Green function, eq 2.22, in place of eq 2.20
improves substantially the accuracy of the particle mesh
calculation.
A key idea in P3M is to consider G̃(kn) as an adjustable

function, that has to be optimized such that the results of the
mesh calculation are as close as possible to the results of the
original continuous problem. The optimal P3M lattice Green
function is the one that minimizes the rms error of the mesh
calculation. The optimal lattice Green function includes cor-
rections beyond the previous sharpening factor. The optimi-
zation of the lattice Green function enhances the accuracy at no
computational cost because: (i) if one disregards caching issues,
G̃(kn) is a fixed quantity (apart in constant pressure simulations)
that can be tabulated; and (ii) the lattice Green function opti-
mized for computing the energy, which can be computed on-
the-fly since it is known in closed analytical form, provides in
practice virtually the same accuracy as the true optimal lattice
Green function associated to the P3M-AD and P3M-ik force
calculations (see Section 5).
To derive the optimal P3M lattice Green function, one needs

the exact relation between the structure factors ρ̃M(k) and ρ̂(k),
which can be obtained using the sampling and convolution
theorems (see ref 1 or eq 5.2 of ref 27):

∑ρ̃ = ̂ ρ̂ = ∈ ̃
∈

+ ̲ + ̲ 
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where N = diag(N1, N2, N3) is a diagonal matrix formed with
the numbers of mesh points in each dimension. In agreement
with eq 2.6, the vector

= π + * + + *
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is equal to the vector kn shifted outside the first Brillouin zone
by reciprocal lattice vector kNm. Equation 2.23 embodies in a
simple formula the effects on the spectrum induced by the
charge assignment and the sampling of the charge density on a
mesh. The sum over integer triplets m shows that spurious con-
tributions from the high-frequency spectrum of Û(k)ρ̂(k) are
introduced into the first Brillouin zone ̃. These unwanted
copies of the other Brillouin zones into the first one are known
as aliasing errors.1 To reduce aliasing errors, the charge assign-
ment function Û(k) must decay quickly in k-space (it must also
decay to zero over a short distance in real-space to avoid having
to assign the charges to a too large number of grid points). If
aliasing (m ≠ 0) contributions are neglected in eq 2.23, one
recovers the relation ρ̃M(k) = Û(k)ρ̂(k) that leads to the
modified lattice Green function, eq 2.22.
Formula 2.23 can be used to predict analytically, for any

positions of two particles within the simulation box, the error of
the P3M pair interaction (energy, force, etc.) compared to the
exact continuous-space interaction. By minimizing the rms
error of this pair interaction, one finds the optimal P3M lattice

Green function. The optimal lattice Green function for com-
puting the energy reads27

̃ =
∑ φ̂ ̂

∑ ̂

≃ φ̂
̂

∑ ̂

+ ̲ + ̲

+ ̲

+ ̲

k
k k

k

k
k

k

G
U

U

U

U

( )
( ) ( )

( ( ))

( )
( )

( ( ))

n
m n m n m

m n m

n
n

m n m

N N

N

N

opt

2

2 2

2

2 2
(2.25)

where the last expression holds thanks to the fast decay of φ̂(k).
The sum over m in the numerator originates from the mini-
mization of truncation errors, which are small if φ̂(k) decays
rapidly, and the sum over m in the denominator arises from
aliasing errors. As can be seen by comparing the optimal lattice
Green function, eq 2.25, to the simpler result, eq 2.22, the
“sharpening” factor 1/Û2(k) is somewhat damped in eq 2.25 to
compensate partially for aliasing errors. The denominator in eq
2.25 can actually be calculated analytically. For the first few
spline interpolation orders, one has for instance:23
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where z = sin (πn/N) and the full function is
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This provides a closed form expression for the lattice Green
function, eq 2.25, which is most useful for computing this
function on-the-fly.
Expressions for the optimal lattice Green function to com-

pute forces, both with finite differences or ik-differentiation, are
given in refs 1 and 8. The optimal influence function for the
P3M-AD algorithm reads6,16
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In all earlier expressions, the sum over m ∈ ℤ3 converges
quickly. The lattice Green functions can therefore be evaluated
in practice by truncating the sum at |mβ| = 2 in each direction
(β = 1, 2, 3).

3. LINK BETWEEN SPME AND P3M: THE SPME
LATTICE GREEN FUNCTION

The SPME method corresponds to a specific form of particle−
particle particle mesh algorithm. It uses the traditional Ewald
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splitting, eq 2.2, of the interaction and an FFT-based Poisson
solver to compute the reciprocal-space potential (contrary to
P3M, the lattice Green function of the Poisson solver is not
optimized in SPME). The SPME method differs from the
standard P3M method mainly by the choice of the analytical
differentiation scheme and by the point of view taken when
discretizing the system onto a mesh (which leads to the SPME
lattice Green function).
The combination of an FFT-based Poisson solver with the

analytical differentiation (energy-conserving) scheme corresponds
to the P3M-AD algorithm introduced in the previous section.
In a comparison of schemes, Eastwood found that the P3M-AD
method was not competitive and discarded the method, but his
analysis was limited to one-dimensional problems.6 In three di-
mensions, the use of the AD scheme results in a very fast and
efficient algorithm, since it requires fewer FFT’s than ik-dif-
ferentiation (the main drawback of the method lies in local
violations of momentum conservation). That choice of
ingredients makes the SPME method very effective.
In the SPME methods, the discretization of eqs 2.4 and 2.5

onto a mesh is viewed alternatively as interpolation of the ex-
ponential factor exp(ik·ri) from its values at nearby grid points.
This is done using Lagrange interpolation in the PME method,
while SPME uses exponential Euler splines. The latter approxi-
mation amounts to setting

ρ̂ ≈ ρ̃k k kb( ) ( ) ( )M (3.1)

and hence to calculate

∑= φ̂ | ̂ | |ρ̂ |
≠
∈∼
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where ρ̃M(k) is computed using a B-spline of order P as
assignment function, which is identical, up to a shift of P/2, to
the charge assignment function introduced in P3M:

= −M s w s P( ) ( /2)P( )
(3.3)

The shift of the charge mesh in SPME by P/2 compared to
eq 2.7 is of course irrelevant since the system obeys periodic
boundary conditions. In eq 3.2, b(k) is given by b(kn) =
b(n1)b(n2)b(n3), where for even P (see ref 2 for the treatment
of odd P values)
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The SPME formula, eq 3.2, for the energy is identical to the
P3M formula, eq 2.14, with specific choices of the lattice
influence function and of the charge assignment function. In
the SPME algorithm, the exponential Euler spline approxima-
tion gives thus rise to a modified lattice Green function

̃ = φ̂ | |k k kG b( ) ( ) ( )SPME
2

(3.5)

That expression for G̃SPME(k) corrects and generalizes eq 28
of ref 9 to general triclinic unit cells. We note that the denominator

in b(k) is a FFT of M(P)(s) and is hence given by an aliasing
sum:
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where we used eqs 3.3, 2.8, and 2.21 and the symmetry Û(−k) =
Û(k) in the second equality. The lattice Green function of
SPME can eventually be rewritten as

̃ =
φ̂

∑ ̂ + ̲
k

k
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( ( ))
n

n

m n mN
SPME 2

(3.7)

in terms of the harmonics Û(k) of the spline assignment
function defined in P3M (eq 2.21). Comparing eq 3.7 to the
optimal P3M influence function for the energy, eq 2.25, we see
that if aliasing terms m ≠ 0 are neglected, both functions
reduce to the same lattice Green function, eq 2.22, containing
the sharpening factor 1/Û2(k).
We note finally that Eastwood’s idea of minimizing rms errors

of the mesh calculation can also be implemented in a SPME
approach, and this has been done in the case of a SPME method
with ik-differentiation.19,28 The lattice Green function of the
resulting optimized SPME-ik algorithm should then be equivalent
to the optimal P3M-ik lattice Green function (both methods were
found in ref 19 to have a similar accuracy). Contrary to the P3M
approach, the SPME route does however not enlighten the
connection between the adjusted lattice Green function and the
errors that originate from interpolation smoothing and aliasing.

4. FROM P3M TO SPME AND BACK: CONVERTING
ALGORITHMS AND ERROR ESTIMATES

To convert a SPME algorithm into a P3M algorithm, or vice versa,
with the same differentiation scheme (that is SPME-ik ↔ P3M-ik
or SPME↔ P3M-AD), it suffices to change the influence function
in the program. Since P3M is not always implemented with
Gaussian screening, one might furthermore have to make sure that
the real-space part of the P3M algorithm does compute the real-
space energy associated to the Ewald splitting, eq 2.2.
The conversion SPME → P3M-AD is done for example by

replacing eqs 3.7 by 2.28, which is done in practice by replacing
the SPME array |b(kn)|

2 = (1/(∑mÛ(kn+Nm))
2, where Û(k) is

defined in eq 2.21 by the array
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The last expression, eq 4.2, corresponds to using the lattice
Green function, eq 2.25, optimized for the energy instead of
eq 2.28. Numerical tests have shown that the use of this simpler
lattice Green function, which does not need to be tabulated
since it can be written in closed form using eq 2.26, does not
lead to any noticeable loss of accuracy.
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Using the array |bopt(kn)|
2 in a SPME algorithm will ensure

that the FFT Poisson solver is optimized, which will improve
somewhat the accuracy at no computational cost. As mentioned
in the previous section, an optimized lattice Green function for
SPME in the case of the ik-differentiation scheme has been
derived within the SPME approach, resulting in an algorithm
that is basically identical to the P3M-ik algorithm.19,28

Similarly, one can convert the error estimate derived for the
P3M-AD method into an error estimate for the SPME method.
The mean-square error of the forces

∑Δ ≡ −
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i i
2
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(4.3)

can be written as the sum of a real- and a reciprocal-space
contributions:

Δ = Δ + ΔF F F( ) ( ) ( )r k2 ( ) 2 ( ) 2
(4.4)

if both errors are assumed to be statistically independent. These
errors can be predicted exactly for random uniformly dis-
tributed charge distributions, as function of the system’s para-
meters (number N of charged particles, valencies {qi}, volume
V) and of the method’s parameters: Ewald splitting parameter
α, real-space cutoff rc, mesh size (N1, N2, N3) and inter-
polation order P of the charge assignment function. The
accuracy of the real-space part of the calculation is controlled by
a formula derived by Kolafa and Perram:29
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The accuracy of the reciprocal-space part of the calculation is
controlled by9
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measures the error in the P3M force FP3M(r1, r2) on a test unit
charge at r1 due to a unit charge at r2, for all possible positions
of both particles in the simulation box [Fexact

(k) (r1, r2)] is the exact
force which can be calculated with an Ewald sum]. Rewriting
eq 4.7 in Fourier space and using the explicit expressions for the
approximate and the exact forces, Hockney and Eastwood
showed that error Q is given by a quadratic polynomial in the
influence function
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where C is the constant defined by
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and expressions for A(k) and B(k) for both ik and analytical
differentiation schemes can be found in refs 8 and 16 and are
recalled below for convenience:

∑ ∑

∑
=

̂ ̂

̂

+ ̲
′

+ ̲ ′ + ̲ ′

+ ̲

⎧

⎨
⎪⎪

⎩
⎪⎪

k

k k k

k k k

A

U U

U i

( )

( ( ))( ( ) ) for AD scheme

( ( )) for scheme

n

m
n m

m
n m n m

m
n m n

N N N

N

2 2 2

2 2 2

(4.10)
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The optimal lattice Green function is the one for which error
Q is minimal. It is easy to see that minimizing eq 4.8 yields
G̃opt(k) = B(k)/A(k). The numerator in eq 2.28 is therefore the
expression of B(k) in the case of analytical differentiation, while
the denominator is A(k).
Formula 4.6 together with eq 4.8 predicts the accuracy of the

particle mesh calculation as function of the system’s and
method’s parameters. It applies not only to the P3M, P3M-ik,
and P3M-AD methods [in which case Q reduces to its minimal

value ∑= −
≠

k kQ C B A( )/ ( )
k

min
0

2 ], but also to the PME

and SPME methods. In the case of the SPME method, we
simply substitute the SPME influence function, eq 3.7, in eq 4.8
and use the expressions for A(k) and B(k) that correspond to
analytical differentiation.
When using the analytical differentiation scheme (i.e., the

SPME or P3M-AD method), each particle is subjected to a self-
force that depends on the particle position relative to a mesh
cell.1,10,30 It is important to note that the contribution of the
self-forces to the rms error ΔF(k) is not included in the above
error estimate. The rms error due to self-interactions can also
be predicted analytically, as has been done for example in the
case of the P3M error estimate for the energy27 (which includes
contributions due to self-energies) and for self-energies and
self-torques in a dipolar P3M algorithm.31 Instead of including
the contribution of self-interactions into the error estimate, it is
actually better to simply subtract the self-interactions directly
within the particle mesh calculation. This can be done easily
thanks to the analytical formulas for the self-interactions (self-
energy and self-force in the case of the SPME and P3M-AD
algorithms) derived in ref 10. Alternatively, the self-forces can
also be measured and tabulated before the start of a simulation,
as first suggested by Cerutti et al.30 The analysis of ref 10 shows
that the subtraction of self-forces in the P3M-AD or SPME
algorithm improves the accuracy of the calculation by a factor
between 0% and 30%, depending on the values of the method’s
parameters. All numerical results presented in the next section
apply to a SPME algorithm in which the self-forces are subtracted.

5. NUMERICAL RESULTS
We choose the same test system as in ref 9. In the smallest setup,
it consists in N = 100 particles randomly distributed within a cubic
box of length L = 10, half of them carry a positive, the other half
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a negative unit charge. Forces are measured in units of 2/ 2,
where the unit of charge and the unit of length are arbitrary
( and could be, for example, the electronic charge and one
nanometer or a solar mass and a parsec in a cosmological
simulation). By appropriately choosing the unit , the density of
the system, n = N/L3 = 0.1 −3, can correspond to any desired
physical density. Once the unit is chosen, results for another
density n′ can moreover be deduced from the results for density n
by simply scaling the length by a factor s = (n/n′)1/3. Under the
scaling → s , the density is indeed multiplied by s−3 = n′/n,
while the forces are multiplied by s−2, the Ewald parameter α is
multiplied by s−1, and the mesh spacing h and the real-space
cutoff rc are multiplied by s. The numerical results presented
here for the test system exhibit therefore the accuracy of the
SPME method for homogeneous (and uncorrelated) systems
of arbitrary density. Since the charge valencies {qi} appear
moreover only via the simple factor ∑iqi

2 in the error estimate,
eq 4.6, the results can be converted straightforwardly to a
system with other charge valencies. An example showing how
to predict the accuracy of the SPME forces in a simulation of
water from the accuracy curves of the test system will be given
below (Section 5.3.3).
By extensivity, identical results would be obtained in larger

systems, for instance N = 100 000 particles in a box of length
L = 100, provided the size of the mesh is increased at the same
time proportionally (here 10 times). No new effect is expected
indeed to appear when increasing the box size because all
wavelengths are uncoupled (the sole characteristic length in this
test system is the mean interparticle distance). We checked this
point explicitly by performing calculations in larger simulation
boxes (all at density 0.1 −3), in particular N = 800 particles in a
box L = 20 and N = 12 500 in a box L = 50. We found that the
small setup (L = 10) has already reached the thermodynamic
limit, as far as the accuracy of forces is concerned, for almost all
values of the Ewald splitting parameter α, except for very small
ones; a slight system size dependence is observed when L < 20
and α is in region rc > 13 in Figure 1. To show curves
corresponding to the infinitely extended system even in that
region, we opted to use a box with N = 800 particles and L = 20.
5.1. Predicted versus Actual Errors. We demonstrate the

accuracy of the error estimate, eq 4.6, by comparing predicted
errors versus actual errors measured on the test system with
L = 20 defined previously. Exact reference forces are computed
by a well converged standard Ewald sum. For better statistics,
the measured errors were calculated by averaging the rms error
obtained for 10 different random configurations of the charges.
We recall that, in our implementation of SPME, the self-forces
are subtracted within the particle mesh calculation. We varied
the mesh size from 163 to 1283, the real-space cutoff from rc =
1 to 13 and the spline order P from 2 to 7.
As displayed in Figures 1 and 2, we observe excellent

agreement between the actual errors and those predicted by
eqs 4.5 (real-space error estimate) and 4.6−4.11 (reciprocal-
space error estimate). The curves in Figure 1 hold for a B-spline
interpolation order P = 4, a value that is often a good com-
promise between accuracy and speed of calculation. Figure 2
shows, in the case of a mesh of size M = 16, how the accuracy
depends on order P. Increasing P improves of course the
accuracy, but this comes at an increased cost for the steps of
mapping charges onto the mesh and back-interpolating results
from the mesh; these operations scale indeed as (P3) with
respect to the spline order.

Since the analytical error estimate is built by uniformly aver-
aging the squared error of the pair interaction over all possible
positions of the two particles within the simulation cell, this
perfect agreement when comparing to uncorrelated systems
(charges located at random) is expected by construction. Real
systems have of course correlations, but we will show in Section
5.3, on several examples, that the uncorrelated error estimate
still predicts reasonably well the accuracy in “real” systems with
correlations. The uniform uncorrelated test system, for which
the accuracy is fully understood and under control, serves thus
as a useful generic guide on the accuracy. Since it contains no

Figure 1. Actual and estimated errors of the SPME method as function
the Ewald splitting parameter α. The system has a uniform density
equal to 0.1 charged particles per 3 (800 particles in box L = 20).
Dotted lines are the estimated errors for the direct part of the Ewald
summation, for real-space cutoffs (rc) varying from 1 to 13 (in units of
). Dashed lines are the error estimate for the reciprocal-space part of

the SPME method with self-forces subtracted. The B-spline
interpolation order is set to 4, and various mesh sizes are considered:
163, 323, 643, and 1283. Red lines show the estimate for the total error
for two choices of parameters: mesh size 163 with rc = 4 and mesh size
323 with rc = 9. Actual measured errors for these two sets of
parameters are shown as circles.

Figure 2. Actual and estimated errors of the SPME method as function
of α. The system is the same as in Figure 1. The cutoff in real space is
set to rc = 9 and the mesh size is 163 (lattice spacing h = L/M =
1.25 ). The B-spline order is varied from 3 to 6. Dot-dashed lines
show the error estimate for the reciprocal-space part of the SPME
calculation. Red lines are the estimated total errors. Measured errors
are shown as circles for interpolation orders 3−6.
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other characteristic length scale apart from the mean inter-
particle distance, that system exhibits conveniently how the ac-
curacy of a method to compute long-range forces depends intrin-
sically on its parameters.
Figure 1 displays how the accuracy increases with respect to

the number M of mesh points per direction and with respect
to the magnitude of the real-space cutoff. At small values of
the Ewald splitting parameter α, errors in the direct space part
of the calculation dominate, while reciprocal-space errors
dominate when α is large. For a given mesh size M and a
given cutoff rc, the parameter α affects only the accuracy and
not the computational cost of the calculation. The value of α
must therefore be chosen to be at, or at least close to, the point
where the error reaches a minimum. The location of that point
of highest accuracy is given in good approximation by the
condition that the real- and reciprocal-space errors have the
same magnitude: ΔF(r) = ΔF(k). That equation, which defines
the optimal value of α for a given M and rc, can easily be solved
numerically. From Figure 1, we see that to reach an accuracy of,
say, 10−4 (in units of 2/ 2), one can use for example a mesh
of size 323 in association with a real-space cutoff rc = 9 (and α ≃
0.32) or a mesh 643 with a real-space cutoff rc = 5 (and α ≃
0.58). The smaller real-space cutoff makes the direct space part
of the calculation faster, but the increased size of the mesh
makes the reciprocal space part of the calculation slower. The
best choice between the previous two sets of parameters is
naturally the one that takes, overall, the least computational
time. Note that if particles interact not only via Coulomb’s law
(or the force of gravity) but also via other short-range forces, it
might be necessary to keep the real-space cutoff rc above a
minimum value to ensure that these other short-range forces
are computed within the required accuracy. This constraint on the
cutoff may be relaxed in some cases since short-range forces that
derive from a central potential can be computed using a P3M
computation with a Green function adjusted to get the right force.
Figures 1 and 2 demonstrate that the error estimate is

accurate for most possible values of the parameters (rc, M, P, α)
of the SPME method, and specifically it is very accurate near
the parameter set yielding minimal error. Such plots, or the
formulas 4.5 and 4.6 themselves, can be used in association with
timings measurements to determine optimal working parame-
ters for the SPME method, i.e., parameters that yield a target
accuracy at a minimal computational cost. The open-source
soft-matter simulation package ESPResSo32 contains such an
automatic tuning routine for the parameters of a P3M method.
5.2. SPME with Optimized Lattice Green Function. The

FFT Poisson solver is not fully optimized in the SPME method
with analytical differentiation, since the SPME lattice Green
function is determined by the exponential Euler spline inter-
polation employed in the charge mapping onto the mesh,
whereas this function (which may be tabulated in the algori-
thm) can actually be adjusted to improve the accuracy of the
method, as done in the P3M approach. We recall that if P3M is
implemented with analytical differentiation (P3M-AD algo-
rithm), then the SPME and P3M-AD methods differ, at a com-
putational level, only by the choice of the lattice Green func-
tion. As shown in Section 4, the lattice Green function in a
SPME algorithm can be changed to the error-minimizing lattice
Green function of P3M-AD by setting the tabulated array
|b(k)|2 to expression 4.1 instead of its usual SPME expression.
Figure 3 shows that modifying the lattice Green function to

use the P3M-AD optimal lattice Green function improves the
accuracy only marginally. This may be traced back to the

smallness of the aliasing (m ≠ 0) terms in the lattice Green
functions. Neglecting entirely all aliasing terms, the SPME and
P3M lattice Green functions both reduce to the same expres-
sion, namely the influence function 2.22 which contains a shar-
pening factor 1/Û2(kn) that compensates for interpolation
smoothing. Equation 2.22 may be called the m = 0 approxi-
mation for the lattice Green function, though we stress that it
can be derived trivially without any reference to the aliasing
theorem (see reasoning before eq 2.22). If one uses eq 2.22 as
the lattice Green function, the resulting accuracy is close to those
of the SPME and P3M-AD methods (in-between the two curves
or slightly less accurate than SPME depending on the value of α).
Interestingly, the lattice Green function optimized for the

energy, eq 2.25, provides essentially the same accuracy as the
true optimal P3M-AD lattice Green function, as evidenced in
Figure 3. This is a useful result because eq 2.25 is known in
closed analytical form and can be computed on-the-fly in
simulations. The small deviations at high values of α are due to
truncation errors; these unimportant deviations can be removed
by using the full expression for the P3M lattice Green function
optimized for the energy, i.e., keeping the aliasing sum in the
numerator of eq 2.25. The fact that P3M-AD is very slightly
more accurate than SPME demonstrates that the aliasing
sum that optimizes the accuracy is indeed the one that appears
in eq 2.25 [(∑mÛ

2(kn+Nm))
2/Û2(kn)] and not the one

[(∑mÛ(kn+Nm))
2] that appears in SPME.

From the practical point of view, the fact that the SPME
lattice Green function is very close to the true optimal lattice
Green function confirms the effectiveness of the SPME ap-
proach in the standard case where the charge density is dis-
cretized on a single mesh. The accuracy gain provided by the
true optimal lattice Green function increases when using
coarser meshes. If changing the lattice Green function in a
standard SPME algorithm may seem unnecessary, it can be
expected that it can provide substantial improvement in the
accuracy in the case of the interlaced (also known as staggered)

Figure 3. Comparison of reciprocal-space rms errors forces as function
of α for three mesh methods: standard SPME (dashed lines), P3M-AD
[or equivalently SPME with optimized lattice Green function] (solid
lines), and P3M-AD with the closed form approximation 2.25 as the
lattice Green function (crosses). Self-forces are subtracted within the
particle mesh calculations. The system is the same as in Figure 2. The
mesh size is 163 (lattice spacing h = 1.25 ), and the B-spline order is
varied from 3 to 7. The real-space error estimate is shown for rc = 9
and 4 (dotted lines).
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SPME algorithm,30 since interlaced P3M-AD can be more than
10 times more accurate than interlaced SPME.33

5.3. Applications to Correlated Systems. The a priori
error estimate introduced in Section 4 is expected to predict
only approximately the accuracy in correlated systems, since it
assumes all interionic distances to be equiprobable [recall the
uniform weighting in definition, eq 4.7, of the mean-square
error Q], whereas in reality some distances are more likely than
others because of correlations. We observed, however, on
several examples of real systems that the uncorrelated error esti-
mate still predicts reasonably well the error even in systems
with strong correlations, in agreement with the findings of ref 9.
We present comparisons of predicted versus measured errors
for three different correlated condensed matter systems: an
ionic melt, an ionic crystal, and a liquid water system.
5.3.1. System 1: Ionic Melt. We consider the same NaCl

melt as in ref 34. The system consists of a cubic box of size L =
25.557 Å containing 512 particles (256 Na+ and 256 Cl− ions)
that interact via the Fumi−Tosi potential:

= σ − − − +v A B r
C

r

D

r

q q

r
exp( ( ))ij ij ij

ij ij i j
6 8 (5.1)

Parameters Aij, B, σij, Cij, and Dij are set to the values given in
Table 1 of ref 34. Short-range forces are truncated at rc = 9 Å,
while the long-range Coulomb forces are computed with the
P3M method. A short simulation of duration 100 ps was run, at
temperature fixed to 1078 K using a Langevin thermostat, to
get 10 independent representative configurations of the system.
Exact reference forces for these 10 configurations were com-
puted using a well-converged Ewald summation.
Figure 4a shows that the actual rms errors of the Coulombic

forces, computed using the SPME method for the 10 con-
figurations, are somewhat smaller (by a factor between 1 and 2)
than the errors expected from the error estimate for a random
system. The presence of correlations in this system reduces
hence the rms errors with respect to an uncorrelated system.
This can be understood as arising from the screening of the
electric field by the counterion atmosphere: The field (and
hence the forces) decays faster than in the uncorrelated system
where no such screening occurs. It can moreover be seen that
the optimal value of α predicted by the error estimate (for a

given mesh size and spline interpolation order) corresponds
also essentially to the optimal value for the ionic melt system.
As the actual accuracy is higher than the expected accuracy, it is
safe, for this particular system, to use the uncorrelated error
estimate when tuning the parameters of the SPME method.
As pointed out earlier, Figure 1 contains results on the ac-

curacy of forces in systems of arbitrary density. The density of
the test system (0.1 charged particle per 3) can be made equal
to the density of the ionic melt system (0.03 charged particle
per Å3) by setting the unit of length to = 1.48 Å. Since the
employed mesh spacing is h = 25.557/16 ≃ 1.6 Å = 1.08 , the
expected accuracy of the mesh calculation in the ionic melt
system (solid line in Figure 4a) lies in between the curves for
mesh spacing h = 1.25 and 0.625 in Figure 1. One may take also
the opposite path, i.e., convert the accuracy curves from Figure 1
into accuracy curves for Figure 4a, which implies switching to
units e2/Å2 and adjusting the density to that of the ionic melt.
This is achieved by setting = 1 Å and by converting the
curves in Figure 1 via the scaling → s with s = 1.48, as
explained at the beginning of Section 5.

5.3.2. System 2: NaCl Crystal. We consider a NaCl crystal,
which is a system where the charges are very strongly cor-
related. We take again the same parameters for the simulation
box and for the Fumi−Tosi interactions as in ref 34. The crystal
is made up of 512 particles in a box of size 22.728 Å, which is
equivalent to 4 × 4 × 4 units cells with lattice parameter 5.682 Å
(the equilibrium value at ambient pressure). Exact reference forces
were computed for 10 independent configurations extracted from
a 100 ps long simulation of the crystal at 300 K.
Figure 4b shows the comparison between the predicted and

the actual errors for SPME forces computed with a mesh of
size 163. One observes again that the mesh calculation pro-
vides more accurate results than expected on the basis of a
random system, at least for the region of α values of interest.
This lessening of the rms errors in the correlated system is due
to partial cancellations of the forces (at zero temperature, all
forces would vanish exactly by symmetry).

5.3.3. System 3: SPC/E Water. Since aqueous simulation
boxes are ubiquitous in chemical physics and biophysical simula-
tions, we check how the error estimate performs in the case of a
water simulation box. We take the water box provided with the
GROMACS molecular dynamics simulation package.11 It contains,

Figure 4. Predicted (solid and dashed lines) and measured (circles) rms accuracy of Coulombic forces as function of α in a simulation box
containing 256 Na+ and 256 Cl− ions for two different state points: (a) a liquid state (temperature T = 1078 K, box size L = 25.557 Å) and (b) a
crystalline state (T = 300 K, L = 22.728 Å). The SPME method is used with a real-space cutoff rc = 9 Å and a mesh size M = 163; the used values of
the B-spline interpolation order are indicated in the legend box.
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in a box of size L = 18.6206 Å, 216 water molecules defined by the
SPC/E water model.35 There are therefore in total 648 charged
sites in the box: 216 negative sites (O) with charge −0.8476 e and
432 positive sites (H) with charge 0.4238 e. In this system, the
charges are strongly correlated within the molecules (rigid model)
and between molecules via the hydrogen-bond network.
The considered water system has a density of 0.1 charged

particle/Å3. Setting the unit of length in Figures 1 and 2 to
1 Å, the plots exhibit directly the expected accuracy [in units
e2/Å2 = 1.389 × 104 kJ/(mol·nm)] for a system with that
density. The parameter file provided with GROMACS for this
water simulation box specifies, either directly or indirectly, the
use of the following SPME parameters: real-space cutoff rc =
9 Å, mesh size M = 163, interpolation order P = 4, and Ewald
parameter α = 0.347 Å. The employed lattice spacing is
therefore h ≃ 1.16 Å. Since the lattice spacing used in Figure 2
is slightly coarser (1.25 Å), the reciprocal-space errors will be
slightly smaller in the water simulation than in Figure 2.
The predicted and measured errors for the water simulation

box are shown in Figure 5. In that figure, the predicted accuracies

have been recalculated using the error estimate, eq 4.4 , in the
case of the water simulation box of size L = 18.6206 Å. Com-
pared to the rms errors in Figure 2, the reciprocal-space errors
are reduced by a factor 0.359 due to the different charge
valencies factor (∑iqi

2):

· − + · = ≃216 ( 0.8476 2 0.4238 )
648

232.8
648

0.359
2 2

(5.2)

One can also observe a further reduction of the reciprocal-space
errors by about 25% due to the use of a slightly smaller mesh
spacing. The error estimate, valid in principle only for uniform
and uncorrelated systems, predicts the actual accuracy of the
Coulombic forces in the water system within a factor of about
3.17 As the errors are overestimated, the error estimate can be
used safely in that system. It is not surprising to see a decrease
of the rms errors because charges are associated into neutral
molecules, which leads to partial cancellations between the forces

acting on the charges (at large distances, the force between two
molecules reduces to a dipole−dipole interaction).
The optimal values of α predicted by the error estimate (αopt ≃

0.29 in the case P = 4) are also the optimal values for the water
system. Figure 5 shows incidentally that value α = 0.347 Å
specified in the GROMACS parameter file is slightly too large
when used with the order P = 4: The rms error of the forces
would be reduced by almost a factor of 2 if the optimal value of
α were used. In the case P = 6, the specified value is optimal.
The previous three examples show that correlations in real

homogeneous systems tend to reduce the rms errors, with
respect to those expected for an uncorrelated system, be-
cause of screening effects. If this seems to be the general
tendency, it cannot be excluded that correlations can lead to a
build up of errors in some specific systems, especially if the
system is both strongly correlated and strongly inhomogeneous.
When using the error estimate, together with timings mea-
surements, to find an efficient set of particle mesh parameters
for a given “real” system, one has to keep in mind that the real
accuracy might differ from the prescribed accuracy (which is
guaranteed to be satisfied only in the absence of correlations).
It is therefore recommended to perform once (or periodically if
correlations build up during a simulation) an explicit check of
the real accuracy. If the real accuracy turns out to be higher
than the expected accuracy, as in the previous examples, the
parameters are safe to use. In the opposite case, other param-
eters must be found, for instance by specifying a higher target
accuracy in the tuning routines based on the error estimate.

6. CONCLUSIONS
We exploited the theoretical link between the SPME and P3M-
AD methods to demonstrate that the P3M-AD error estimate
can be adapted straightforwardly to predict the accuracy of the
SPME method as well. On the theoretical side, the existence of
the link between these two methods, embodied in expression
3.7 of the SPME lattice Green function, allows to understand
the origin of errors in the SPME method using the same power-
ful concepts and tools (Fourier analysis, sampling theorem,
harmonics aliasing) introduced in the error analysis and optimi-
zation of the P3M method.
We demonstrated that the a priori error estimate [eqs 4.6

and 4.7] is pinpoint accurate for random uncorrelated systems.
It is valid for any values of the SPME parameters, including odd
B-spline interpolations orders, contrary to the error estimate
derived in ref 17. Our approach avoids also the expensive
calculation of the contribution of the self-forces to the rms
errors, since we subtract the self-forces within the particle mesh
algorithm using the analytical formula derived in ref 10.
The plots in Figures 1−3 can be used to check the accuracy

of a SPME calculation and to find the optimal value of the
Ewald splitting parameter, for almost any values of the param-
eters. The figures cover a large range of real-space cutoffs
(rc from 1 to 13) of mesh spacings (from 0.156 to 1.25), and
the B-spline order is varied from 2 to 6. A simple scaling of the
values can be introduced to deduce from the provided plots the
accuracy of the SPME forces in a system of arbitrary density,
containing charges with arbitrary valencies. An example of such
a scaling is given to predict the accuracy of the forces in a box
containing water molecules at normal conditions. In agreement
with previous findings, the error estimate is found to predict
quite well the accuracy, even though the charges in this system
are correlated. The main use of the a priori error estimate is to
allow a simulation program to determine automatically the best

Figure 5. Predicted (solid and dashed lines) and measured (circles)
rms accuracy of the forces as function of α, in a simulation box of size
L = 18.6206 Å containing 216 SPC water molecules. The parameters
for the SPME method are: real-space cutoff rc = 9 Å, mesh size M =
163, and two values are considered for the B-spline interpolation order:
P = 4 and 6.
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set of parameters to achieve a target accuracy at a minimal
computational cost. Optimal parameters determined in this way
depend in general on implementation details of the algorithm
and on the machine architecture over which the program is
running. An example of an automatic tuning routine for the
parameters of the P3M method can be found in the open-
source soft-matter simulation package ESPResSo.32

We showed moreover that by changing the lattice Green
function in a SPME algorithm in favor of the optimized lattice
Green function of P3M (which can be either tabulated or
computed on-the-fly thanks to a closed form approximation
that does not lead to any accuracy loss), the accuracy of the
algorithm can be improved marginally. If this change might
seem unnecessary for the standard SPME algorithm, it can be
expected that it can provide a substantial improvement in
accuracy in the case of the interlaced (also known as staggered)
SPME algorithm.30 Our derived error estimate for SPME can
moreover be generalized easily to the case of the interlaced
SPME method, since the effect of interlacing can be straight-
forwardly introduced into the a priori error estimate 4.7 (see
refs 1 and 33). A detailed analysis of the accuracy and per-
formance of the interlaced SPME and interlaced P3M algo-
rithms will be the subject of a future work.
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Abstract

We report a Molecular Dynamics simulation study of the diffusion process of formaldehyde (CH2O) in proton-disordered ice Ih at
atmospheric pressure, in the temperature range 200–273 K. CH2O molecules diffuse in ice predominantly by jumping between B sites
(bond-breaking mechanism), but substitutional diffusion can also be observed. At 260 K, the diffusion constant is predicted to be
4 · 10�7 cm2/s with the TIP4P–Ew water model, and 3 · 10�7 cm2/s with the TIP4P/Ice water model.
� 2006 Elsevier B.V. All rights reserved.

1. Introduction

Interest in the interactions between trace gases and ice
surfaces has been stimulated in recent years by the recogni-
tion of the crucial role that ice surfaces can play in catalytic
ozone destruction and in partitioning of photochemically
active trace gases between air and ice [1]. More recently,
the role of the snowpack in the atmospheric chemistry of
gases such as formaldehyde (CH2O) and NOx above
snow-covered surfaces has also been evidenced and it
appears now essential to take into account the trace
gases/snow interactions in the atmospheric studies above
polar regions [2–4].

However, understanding the possible exchange of such
trace gases between snow and the lower atmosphere
requires the knowledge of their incorporation, diffusion,
and release mechanisms in snow crystals. Recent studies
have in particular focused on the formaldehyde molecule
[5–11], because its photolysis produces oxidizing radicals
that enhance the oxidizing capacity of the atmosphere in
polar regions, where the other sources of these radicals
are reduced. Although the location of CH2O in snow

appeared controversial from the conclusions of these stud-
ies, the diffusion coefficient of CH2O in ice is certainly one
among several key parameters that need to be known to
quantify the contribution of the snowpack to the atmo-
spheric chemistry of CH2O [11].

Unfortunately, diffusion measurements of trace gases in
ice are scarce due to experimental challenges. Conflicting
results have been reported for HCl, with diffusion coeffi-
cients ranging from D . 10�5 cm2/s to D . 10�13 cm2/s
at T = 185 K [12–17]. This wide range of diffusion coeffi-
cients has been attributed to different ice preparation con-
ditions, species concentrations, variable defects and grain
boundaries, and trapping phenomena [17]. Notice that a
strong acid such as HCl certainly dissociates at the above
temperatures, influencing thereby the diffusion mechanism.
A partially oxidized organic compound such as formalde-
hyde does not dissociate in ice, but the experimental studies
of its diffusion are still very rare. To our knowledge, only
one value can be found in the literature, namely
D . 8 · 10�11 cm2/s at 258 K [11]. A similar value has been
reported for the diffusion of methanol in ice, but at a much
lower temperature (D . 2 · 10�11 cm2/s at 185 K) [18].

In the present Letter, we use Molecular Dynamics
(MD) simulations to characterize the diffusion mecha-
nisms of formaldehyde in ice at a molecular level, and
to provide an accurate value of the diffusion coefficient
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of CH2O in a perfect 3D proton-disordered ice Ih crystal
at atmospheric pressure, for temperatures in the range
200–273 K. Indeed, such simulations have been recently
proved to be an accurate tool for investigating the diffu-
sion mechanisms of small guest particles in ice, such as
He, H2O, CO2, N2, O2 and CH4 [19–22].

2. Computational method

2.1. Intermolecular potentials

Many effective pair potentials have been devised to
simulate water at liquid densities. We decided to use the
TIP4P model of Jorgensen et al. [23], as reparametrized
by Horn et al. [24] for use with Ewald summations,
because this four-site model is a good compromise
between accuracy and speed of computation. The melting
temperature of TIP4P–Ew ice at atmospheric pressure is
244 ± 3 K [25]. Although higher than the melting temper-
atures of the SPC/E and standard TIP4P models, this
value is still significantly below the experimental result
273 K. For comparison purposes, we performed also the
same simulations with the new TIP4P/Ice model [26],
which was designed to reproduce correctly the melting
temperature of ice Ih.

For consistency with the chosen water model, we treat
the formaldehyde molecule as a rigid body having only
translational and rotational degrees of freedom. The inter-
action sites of a CH2O molecule are taken from the OPLS
force field, and are summarized in Table 1 of Ref. [27]. The
cross interaction between a formaldehyde and a water mol-
ecule is defined by using the usual Lorentz–Berthelot com-
bining rules (geometric mean of C(6) and C(12) van der
Waals coefficients) for each site–site interaction pair. The
combination of OPLS and TIP4P parameters has been val-
idated in Ref. [27].

As the models used in this study are slightly different
from the original TIP4P model, we carried out energy min-

imization calculations for the CH2O–H2O dimer, and com-
pared with quantum chemistry calculations (B3LYP/6-
31+G(d,p) and MP2/6-311+G(d,p)). Both models,
TIP4P–Ew and TIP4P/Ice, lead to the same geometry with
comparable bond lengths and bond angles. However this
configuration is slightly distorted when compared to the
ab initio or TIP4P dimer configurations. From an energetic
point of view, very similar binding energies are obtained
with TIP4P–Ew (�229 meV) compared to TIP4P (�221
meV) and ab initio values (�220 meV (B3LYP) and
�228 meV (MP2)), whereas the TIP4P/Ice model tends to
overestimate the CH2O–H2O interaction (�245 meV).
Since the energy discrepancies (more important in the case
of the TIP4P/Ice) do not alter significantly the binding
properties of CH2O with H2O, both models should repro-
duce the CH2O–H2O and CH2O/ice interaction within rea-
sonable accuracy.

2.2. Simulation details of ice Ih

The system consists in an orthorhombic simulation cell,
with edges a . 2.69, b . 3.14 and c . 2.89 (in nm units),
containing 768 water molecules for one CH2O molecule.
In the starting configuration, the water molecules are
arranged according to the crystallographic structure of
hexagonal ice Ih [28]. The protons are oriented randomly,
under the restriction that the Bernal–Fowler ice rules are
respected [28] and that the system carries no net dipole
moment. The simulation cell accommodates a lattice made
up of 8 layers, each containing 6 · 8 hexagonal rings, that
are stacked vertically (i.e. along the z- or c-axis). The form-
aldehyde molecule is placed initially at the centre of an
interstitial cavity.

The MD simulations were performed using GROMACS

[29], in the NpT ensemble. The temperature and pressure
are kept constant by coupling the system to a Berendsen
thermostat and barostat. Periodic boundary conditions
are applied in all three directions, and long-range electro-
static interactions are calculated using Ewald summations
(Ewald splitting parameter a = 3.47 nm�1). The cut-off
for Lennard-Jones and real-space coulombic interactions
was set to 0.9 nm. The Smooth Particle Mesh Ewald
method was used to compute reciprocal electrostatic forces
and energies; the mesh had a size of 5 · 6 · 6 cells, and
cubic splines were used.

The equations of motion were integrated using the leap-
frog algorithm with a time step of 2 fs. Each production
run lasted at least 100 ns. This very long simulation time
is necessary to gather enough statistics on the diffusion of
the CH2O molecule, which is a slow process at low
temperatures.

2.3. Determination of diffusion constant

In an isotropic medium, the diffusion constant D of a
molecule is related to its mean square displacement
(MSD) according to Einstein’s formula

Table 1
Diffusion constant of formaldehyde in ice, computed with the TIP4P–Ew
water model (a) and with the TIP4P/Ice water model (b)

T (K) D (10�7 cm2/s)

(a) TIP4P–Ew

210 0.44
220 0.78
230 1.45
235 1.80
240 1.92
245 2.27
250 2.37

(b) TIP4P/Ice

230 1.00
240 1.53
250 2.73
260 2.31
270 3.29
275 3.71
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D ¼ lim
t!1

hðrðtÞ � rð0ÞÞ2i
6t

ð1Þ

(r(t) is the position of the centre of mass of the molecule).
Admittedly, ice is anisotropic, but we observed in our sim-
ulations that the diffusion of formaldehyde parallel and
perpendicular to the c-axis are of the same order of magni-
tude. We analyse therefore the simulation data by using the
isotropic formula.

The ensemble average in the MSD cannot be performed
here as usual by averaging over different molecules (since
there is only one formaldehyde molecule in the system).
The MSD must therefore be computed by averaging the
squared displacement measured in several independent tra-
jectories. (This averaging is important because the molecule
can travel back and forth and end up very close to its start-
ing position at the end of a simulation). In practice, we use
a very long trajectory (duration Tsim . 100 ns) that we
regard as being composed of N ‘independent’ trajectories
of duration Dt = Tsim/N. The ensemble average is then
approximated by

hðrðtÞ � rð0ÞÞ2i ’
PN�1

i¼0 HðT sim � t � tiÞðrðt þ tiÞ � rðtiÞÞ2
PN�1

i¼0 HðT sim � t � tiÞ
ð2Þ

where ti = iDt is the starting time of the ith segment of the
trajectory, and H is the Heaviside function. At short times,
0 6 t 6 Dt, the MSD is thus obtained as an average of the
displacements observed in the N segments, while obviously
less statistics is available at longer times. Fig. 1 contains an
example of the above ‘ensemble’ averaging for the MSD of
a typical trajectory. We use very small ‘restart’ times
Dt = Tsim/N to ensure optimal exploitation of the data
(Dt = 200 ps is small enough for Tsim = 100 ns).

3. Results and discussion

3.1. Diffusion constant

The diffusion of formaldehyde in ice was simulated at
constant atmospheric pressure for various temperatures
in the range 210–275 K using two different water models:
TIP4P–Ew and TIP4P/Ice (see previous section for simula-
tion parameters). The diffusion constant is measured in
each run using formulae (1) and (2), and Table 1 summa-
rizes the results.

The highest temperatures chosen (250 K for TIP4P–Ew
and 275 K for TIP4P/Ice) are slightly above the melting
temperature of these models, but the ice crystal did not
melt on the timescale of the simulation (100 ns). Such meta-
stable superheated phases do not exist experimentally, but
are known to occur in simulations of bulk systems [25,30],
because simulation times are much shorter than the typical
time needed to cross the activation energy barrier for
melting.

Fig. 2 represents the evolution of the diffusion constant
as a function of the (inverse) temperature for the two sim-
ulated models. The error bars are rough estimates of the
uncertainties based on the convergence of D: they corre-
spond to the maximum difference between D and the values
of the diffusion constants which would be obtained by con-
sidering only the first, resp. the last, 50 ns of the simulation.
For both models, the points clearly follow a linear relation-
ship, showing that the diffusion process obeys, not surpris-
ingly, to Arrhenius law

D ¼ D0 expð�Ediff=kT Þ ð3Þ
where Ediff is the activation energy of the diffusion process.

For the TIP4P–Ew model, we get Ediff . 20.2 kJ/mol
and D0 . 5 · 10�3 cm2/s, while Ediff . 14.3 kJ/mol and
D0 . 2 · 10�4 cm2/s for the TIP4P/Ice model. In the
range 230–250 K, the diffusion constant predicted by both
models agree within simulation uncertainties. With the
results of the TIP4P/Ice model at higher temperatures
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(where statistics is quite good), we see however that the
activation energy of the latter model is about 30% lower.
The difference between the two models can be made smal-
ler if we rescale the TIP4P results to interpret the value at
the melting point of the model (245 K), as corresponding
effectively to the experimental melting temperature
(273 K), while leaving unchanged the result at the lowest
simulated temperature (210 K). If predicting an accurate
value of the activation energy is not easy, the simulations
give however theoretical estimates for the order of magni-
tude of the diffusion constant in the whole temperature
range 200–273 K.

3.2. Stable sites and diffusion mechanism

Fig. 3 shows the diffusion path followed by the formal-
dehyde molecule, or more precisely its oxygen atom, in the
simulation at 250 K (in this section, all references are to the
simulations performed with the TIP4P–Ew model). The
trajectory of the O atom is projected onto the (0001),

(2�1�10) and (1�210) planes1, and has been smoothed, by a
running average over a 20 ps window, to reduce thermal
noise. It has been shown by previous authors that a small
apolar guest molecule, such as He, Ne, Ar or H2, diffuse
by jumping between Tu (trigonal uncapped) interstitial
sites, without distorting the ice lattice [19,21]. The Tu site
is located on the axis of the open hexagonal channels along
the c-axis, and can accomodate larger molecules than the
Tc interstitial site (see Fig. 4). It has been shown moreover
that large apolar molecules, such as O2, N2 and CH4, dif-
fuse in ice by jumping between so-called B (bond) sites,
by the bond-breaking mechanism [19,22]. The B site is
located at the centre of an O–O bond in the basal plane
(the centre of an O–O bond parallel to the c-axis corre-
sponds to a similar, but not crystallographically equivalent,
Bc site). In the bond-breaking mechanism, the dominant

Fig. 3. Left column: Trajectory of the formaldehyde molecule (oxygen atom) during the first 70 ns of the simulation at 250 K (TIP4P–Ew water). The path
is shown as a dotted line projected onto the (0001), (2�1�10) and (1�210) planes. Right column: some stable sites in the trajectory. The position of the
oxygen atom is shown as a black line when the potential energy the formaldehyde molecule is at its low value. Gray lines represent the centre of mass of the
molecule in stable sites with high potential energy.

1 In the Miller–Bravais notation appropriate for hexagonal structures,
the third index is redundunt [i = � h � k in (hk i l)] and is used to show the
equivalent directions by cyclic permutations of the indices.
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factor governing the diffusion is the repulsive steric interac-
tions between the guest and the H2O molecules. These
interactions distort the structure of the ice lattice, breaking
an O–O bond to accomodate the guest molecule in a B site.
The two water molecules of the former O–O bond are dis-
placed from their original lattice positions, and are pushed
towards them because of the remaining hydrogen bonds
with the surrounding H2O molecules.

A comparison of the diffusion path of CH2O (Fig. 3)
and the positions of the interstitial sites (Fig. 4) shows that
this molecule does not diffuse via interstitial sites: the Tu
and Tc sites do not accomodate the large CH2O molecule.
This finding is consistent with the results obtained for N2,
O2, CH4 and CO2 [19,22].

Identifying the stable sites of CH2O in the ice lattice is a
difficult task. It is done both by analysing the time evolu-
tion of the potential energy Ef(t) of the formaldehyde mol-
ecule, and by monitoring the positions ri(t) of different sites
(i = centre of mass, oxygen, carbon) of the molecule along
the trajectory. Ef(t) is plotted in Fig. 5 for the diffusion path
represented in Fig. 3 (a running average has been applied
to reduce thermal noise). This quantity takes either a low
value of about �52 kJ/mol, or a higher value of about
�37 kJ/mol. The lower value corresponds to configura-
tions with in average two hydrogen bonds between the oxy-

gen atom and the neighbouring water molecules. Although
these configurations minimize Ef(t), they occur only 24% of
the time at the considered temperature (250 K). The higher
energy sites are favoured because they lead to a lower total
energy for the system (CH2O and lattice). The analysis of
configurations ri(t) characterized by the lower values of
Ef shows that they correspond to rO positions at a lattice
point normally occupied by the oxygen atom of a water
molecule (see Fig. 3). These sites corresponds therefore to
the formaldehyde replacing a water molecule, which has
been pushed out from its lattice position. As a conse-
quence, jumps between such sites correspond to the so-
called ‘substitutional’ diffusion mechanism. Configurations
with high energies Ef correspond by contrast to the formal-
dehyde occupying a B site, as shown by the position rCM(t)
of its centre of mass (see Fig. 3). Formaldehyde diffuses
therefore predominantly by jumping between B sites by
the bond-breaking mechanism, though substitutional diffu-
sion does also occur.

4. Conclusion

In this study, long simulations (100 ns) were used to eluci-
date the diffusion mechanism of formaldehyde in ice Ih, and
to get accurate values for the diffusion constant of this com-
pound. In the considered temperature range 200–273 K, we
found that CH2O diffuses predominantly by jumping
between B sites, though substitutional diffusion does also
happen. Because formaldehyde can accept two hydrogen
bonds with surrounding water molecules, its diffusion path
is more subtle than the pure bond-breaking mechanism that
characterizes the diffusion of large apolar molecules.

The time over which the formaldehyde molecule jumps
between stable sites is about 20 ps. Since this is one order
of magnitude larger than the characteristic time of molecu-
lar motion (1 ps), free energy calculations can be used to
calculate precisely the jump probability between B sites
(using Transition State Theory [31]). The simulation times
used in this study are however long enough to allow rela-
tively accurate estimates of the diffusion constant. This
quantity obeys Arrhenius law, as expected for an activated
process. Using the activation energies reported after Eq.
(3), we find that the diffusion constant of CH2O at 260 K
is D . 4 · 10�7 cm2/s with the TIP4P–Ew water model,

Fig. 4. Orthorhombic unit cell for ice Ih (a = 4.519 Å, b ¼ a
ffiffiffi
3
p

, c = 7.357 Å at 253 K). The locations of the Tu and Tc interstitial sites are shown by little
spheres and cubes respectively. The Tu sites are located on the axis of the open hexagonal channels along the c-axis, midway between two layers. The
smaller Tc (trigonal capped) interstitial sites are located at the same height, midway between oxygen atoms that are aligned vertically (i.e. along the c-axis)
and that are not adjacent in a hexagonal ring.
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and D . 3 · 10�7 cm2/s with the TIP4P/Ice water model.
These values are much larger than the experimental result
of Perrier et al. [11], who measured D . 8 · 10�11 cm2/s
at 258 K in a macroscopic ice sample. Theory and experi-
ment are known to agree in experimentally well controlled
materials, such as in semiconductors and zeolites [32,33].
The present discrepancy may be due to trapping phenom-
ena in the ice crystal, which inevitably contains defects
and grain boundaries. Further experimental work on diffu-
sion of CH2O (and air molecules O2, N2, CO2, CH4) would
be most welcome, especially if it probes the diffusion on a
molecular scale in a single crystal.

Acknowledgements

The various snapshots of the simulation cell have been
produced with the program VMD (Visual Molecular
Dynamics) [34]. The authors gratefully acknowledge the
Programme National de Chimie Atmosphérique for finan-
cial support.

References

[1] J.H. Seinfeld, S.N. Pandis, Atmospheric Chemistry and Physics,
Wiley, New York, 1998.

[2] A.L. Sumner, P.B. Shepson, Nature 398 (1999) 230.
[3] R.E. Honrath, M.C. Peterson, S. Guo, J.E. Dibbs, P.B. Shepson, B.

Campbell, Geophys. Res. Lett. 26 (1999) 695.
[4] A.E. Jones, R. Weller, P.S. Anderson, H.W. Jacobi, E.W. Wolff, O.

Schrems, H. Miller, Geophys. Res. Lett. 28 (2001) 1499.
[5] M.A. Hutterli, R. Rothlisberger, R.C. Bales, Geophys. Res. Lett. 26

(1999) 1691.
[6] M.A. Hutterli, R.C. Bales, J.R. McConnell, R.W. Stewart, Geophys.

Res. Lett. 29 (2002) 1029.
[7] H.W. Jacobi et al., Atmos. Environ. 36 (2002) 2619.
[8] A.K. Winkler, N.S. Holmes, J.N. Crowley, Phys. Chem. Chem. Phys.

4 (2002) 5270.
[9] S. Perrier, S. Houdier, F. Dominé, A. Cabanes, L. Legagneux, A.L.
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Abstract

In this paper, we use a statistical thermodynamic approach to quantify the efficiency with which clathrates on the surface of Titan trap

noble gases. We consider different values of the Ar, Kr, Xe, CH4, C2H6 and N2 abundances in the gas phase that may be representative of

Titan’s early atmosphere. We discuss the effect of the various parameters that are chosen to represent the interactions between the guest

species and the ice cage in our calculations. We also discuss the results of varying the size of the clathrate cages. We show that the

trapping efficiency of clathrates is high enough to significantly decrease the atmospheric concentrations of Xe and, to a lesser extent, of

Kr, irrespective of the initial gas phase composition, provided that these clathrates are abundant enough on the surface of Titan. In

contrast, we find that Ar is poorly trapped in clathrates and, as a consequence, that the atmospheric abundance of argon should remain

almost constant. We conclude that the mechanism of trapping noble gases via clathration can explain the deficiency in primordial Xe and

Kr observed in Titan’s atmosphere by Huygens, but that this mechanism is not sufficient to explain the deficiency in Ar.

r 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

Saturn’s largest satellite, Titan, has a thick atmosphere,
primarily consisting of nitrogen, with a few percent of
methane (Niemann et al., 2005). An unexpected feature of
this atmosphere is that no primordial noble gases, other
than Ar, were detected by the gas chromatograph mass
spectrometer (GCMS) aboard the Huygens probe during
its descent on January 14, 2005. The detected Ar includes
primordial 36Ar (the main isotope) and the radiogenic
isotope 40Ar, which is a decay product of 40K (Niemann
et al., 2005). The other primordial noble gases 38Ar, Kr
and Xe, were not detected by the GCMS instrument,
yielding upper limits of 10�8 for their mole fractions in
the gas phase. Furthermore, the value of the 36Ar/14N ratio
is about six orders of magnitude lower than the solar
value, indicating that the amount of 36Ar is surprisingly
low within Titan’s atmosphere (Niemann et al., 2005).

These observations seem to be at odds with the idea that
noble gases are widespread in the bodies of the solar system.
Indeed, these elements have been measured in situ in the
atmospheres of the Earth, Mars and Venus, as well as in
meteorites (Owen et al., 1992). The abundances of Ar, Kr
and Xe were also measured to be oversolar by the Galileo

probe in the atmosphere of Jupiter (Owen et al., 1999).
In order to explain the observed deficiency of primordial

noble gases in Titan’s atmosphere, Osegovic and Max (2005)
proposed that the noble gases within the atmosphere could
be trapped in clathrates located on the surface of Titan. The
authors calculated the composition of clathrates on the
surface of Titan using the program CSMHYD (developed by
Sloan, 1998) and showed that such crystalline ice structures
may act as a sink for Xe. The facts that the code used by
Osegovic and Max (2005) is not suitable below about 140K
for gas mixtures of interest, and that the authors did not
explicitly calculate the trapping efficiencies of Ar and Kr in
clathrates on the surface of Titan led Thomas et al. (2007) to
reconsider their results. In particular, Thomas et al. (2007)
performed more accurate calculations of the trapping of
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noble gases in clathrates using a statistical thermodynamic
model based on experimental data and on the original work
of van der Waals and Platteeuw (1959). On this basis,
Thomas et al. (2007) showed that Xe and Kr could have been
progressively absorbed in clathrates located at the surface of
Titan during its thermal history, in contrast with Ar, which is
poorly trapped in these crystalline structures. They then
concluded that their calculations are only partly consistent
with the Huygens probe measurements, since the presence of
clathrates on the surface of Titan cannot explain the
primordial Ar deficiency in its atmosphere.

In this paper, we aim to extend the work of Thomas et al.
(2007) by considering the clathration of a more plausible
gas mixture representative of the composition of Titan’s
atmosphere, in which we include Ar, Kr and Xe all
together. Indeed, Osegovic and Max (2005) and Thomas
et al. (2007) both considered atmospheric compositions
containing only one noble gas at a time. As we shall see, the
competition between the various species strongly affects the
efficiency with which they are trapped in clathrates. In
addition, because the incorporation conditions of guest
species in clathrates depend on the structural character-
istics of the crystalline network and on the intermolecular
potentials, we examine the influence of the size of cages and
of the interaction potential parameters on our calculations.
The study of the influence of these parameters is motivated
by two distinct facts. First, it is known that the size of the
clathrate cages depends on the temperature (Shpakov et al.,
1998; Belosludov et al., 2003; Takeya et al., 2006), and
secondly, several different sets of Kihara parameters are
available in the literature (Parrish and Prausnitz, 1972;
Diaz Peña et al., 1982; Jager, 2001). As a result, this study
of sensitivity to parameters allows us to better quantify the
accuracy of the results.

In Section 2, we describe the statistical model used to
calculate the composition of the clathrates. This hybrid
model is based on the work of van der Waals and
Platteeuw (1959), and on available experimental data. We
also compare the dissociation pressure of clathrates
obtained from our model with that obtained from the
CSMHYD program (Sloan, 1998). CSMHYD uses a more
sophisticated and rigorous approach, but is limited to
carrying out calculations above about 140K (Sloan, 1998).
In Section 3, we investigate the sensitivity of our model to
various parameters, and also examine the influence of these
parameters on the predicted clathrate composition. In
Section 4, the statistical approach developed in Section 2 is
used to calculate the relative abundances of guests trapped
in clathrates that may exist on the surface of Titan. Several
hypotheses for the abundance of noble gases in the
atmosphere of Titan are tested. Section 5 is devoted to
the summary and discussion of our results.

2. Theoretical background

To calculate the relative abundance of guest species
incorporated in a clathrate from a coexisting gas of

specified composition at given temperature and pressure,
we follow the formalism developed by Lunine and
Stevenson (1985), which is based on the statistical mecha-
nics approach of van der Waals and Platteeuw (1959). Such
an approach relies on four key assumptions: the host
molecules contribution to the free energy is independent of
the clathrate occupancy (this assumption implies in
particular that the guest species do not distort the cages),
the cages are singly occupied, there are no interactions
between guest species in neighboring cages, and classical
statistics is valid, i.e., quantum effects are negligible
(Sloan, 1998).
In this formalism, the occupancy fraction of a guest

species G for a given type t ðt ¼ small or largeÞ of cage, and
for a given type of clathrate structure (I or II) can be
written as

yG;t ¼
CG;tPG

1þ
P

JCJ;tPJ

, (1)

where CG;t is the Langmuir constant of guest species G in
the cage of type t, and PG is the partial pressure of guest
species G. Note that this assumes that the sample behaves
as an ideal gas. The partial pressure is given by PG ¼

xG � P, with xG the molar fraction of guest species G in the
initial gas phase, and P the total pressure. The sum,

P
J , in

the denominator runs over all species J which are present in
the initial gas phase.
The Langmuir constants indicate the strength of the

interaction between each guest species and each type of
cage. This interaction can be accurately described, to a first
approximation, on the basis of the spherically averaged
Kihara potential wGðrÞ between the guest species G and the
water molecules forming the surrounding cage (McKoy
and Sinanoğlu, 1963), written as

wGðrÞ ¼ 2z�G
s12G

R11
c r

dð10ÞG ðrÞ þ
aG

Rc
dð11ÞG ðrÞ

� �

�
s6G
R5

cr
dð4ÞG ðrÞ þ

aG

Rc
dð5ÞG ðrÞ

� �
, (2)

where Rc represents the radius of the cavity assumed to be
spherical. z is the coordination number of the cell and r the
distance from the guest molecule to the cavity center. The
parameters Rc and z depend on the structure of the
clathrate and on the type of the cage (small or large), and
are given in Table 1. The functions dðNÞG ðrÞ are defined as

dðNÞG ðrÞ ¼
1

N
1�

r

Rc
�

aG

Rc

� ��N

� 1þ
r

Rc
�

aG

Rc

� ��N
" #

,

(3)

where aG, sG and �G are the Kihara parameters for the
interactions between guest species and water. The choice
of the Kihara parameters for the guest species considered
in the present study is discussed in the next section.
The parameters chosen for our calculations are given in
Table 2.
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The Langmuir constants are then determined by
integrating the Kihara potential within the cage as

CG;t ¼
4p

kBT

Z Rc

0

exp �
wGðrÞ

kBT

� �
r2 dr, (4)

where T represents the temperature and kB the Boltzmann
constant.

Finally, the relative abundance f G of a guest species G in
a clathrate (of structure I or II) is defined as the ratio of the
average number of guest molecules of species G in the
clathrate over the average total number of enclathrated
molecules :

f G ¼
bsyG;s þ b‘yG;‘

bs

P
JyJ ;s þ b‘

P
JyJ ;‘

, (5)

where the sums in the denominator run over all species
present in the system, and bs and b‘ are the number of small
and large cages per unit cell, respectively. Note that the

relative abundances of guest species incorporated in a
clathrate can differ strongly from the composition of the
coexisting gas phase because each molecular species has a
different affinity with the clathrate.
The calculations are performed at temperature and

pressure conditions at which the multiple guest clathrates
are formed. The corresponding temperature and pressure
values (T ¼ Tdiss

mix and P ¼ Pdiss
mix) can be read from the

dissociation curve of the multiple guest clathrates.
In the present study, the dissociation pressure is

determined from available experimental data and from a
combination rule due to Lipenkov and Istomin (2001).
Thus, the dissociation pressure Pdiss

mix of a multiple guest
clathrate is calculated from the dissociation pressure Pdiss

G

of a pure clathrate of guest species G as

Pdiss
mix ¼

X
G

xG

Pdiss
G

 !�1
, (6)

where xG is the molar fraction of species G in the gas phase.
The dissociation pressure Pdiss

G is derived from laboratory
measurements and follows an Arrhenius law (Miller, 1961):

logðPdiss
G Þ ¼ Aþ

B

T
, (7)

where Pdiss
G and T are expressed in Pa and K, respectively.

The constants A and B used in the present study have been
fitted to the experimental data given by Lunine and
Stevenson (1985) and by Sloan (1998) and are listed in
Thomas et al. (2007).
The present approach differs from that proposed by

Sloan (1998) in the CSMHYD program, in which the
dissociation pressure of the multiple guest clathrate is
calculated in an iterative way by requiring that the
chemical potential in the clathrate phase is equal to that
in the gas phase. The determination of this equilibrium
requires knowledge of the thermodynamics of an empty
hydrate, such as the chemical potential, enthalpy and
volume difference between ice (chosen as a reference state)
and the empty hydrate. The experimental data available at
standard conditions ðT ¼ 273:15K;P ¼ 1 atmÞ allow the
CSMHYD program to calculate chemical potentials, and
hence dissociation curves, as long as the temperature and
pressure is not too far from the reference point. This
method fails to converge at temperatures below 140K for
the clathrates considered in this study. Our approach
avoids this problem, because it uses experimentally
determined dissociation curves, which are valid down to
low temperatures.
As an illustration, Fig. 1 shows a comparison between

the dissociation curve obtained from our approach (full
line) and that calculated using the CSMHYD program
(crosses) for a multiple guest clathrate corresponding to an
initial gas phase composition of 4.9% CH4, 0.1% C2H6

and 95% N2. For this comparison, both calculations have
been performed with the same set of parameters (Kihara
parameters and cage geometries given by Sloan, 1998).
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Table 2

Three different sets of parameters for the Kihara potential

Ref. Molecule s (Å) �=kB (K) a (Å)

(a) CH4 3.2398 153.17 0.300

C2H6 3.2941 174.97 0.400

N2 3.2199 127.95 0.350

Xe 3.1906 201.34 0.280

Ar 2.9434 170.50 0.184

Kr 2.9739 198.34 0.230

(b) CH4 3.019 205.66 0.313

C2H6 3.038 399.07 0.485

N2 2.728 145.45 0.385

Xe 3.268 302.49 0.307

Ar 2.829 155.30 0.226

Kr 3.094 212.70 0.224

(c) CH4 3.1514 154.88 0.3834

C2H6 3.2422 189.08 0.5651

N2 3.0224 127.67 0.3526

Xe 3.3215 192.95 0.2357

Ar – – –

Kr – – –

s is the Lennard-Jones diameter, � is the depth of the potential well, and a

is the radius of the impenetrable core. These parameters come from the

papers of (a) Parrish and Prausnitz (1972), (b) Diaz Peña et al. (1982) and

(c) Jager (2001).

Table 1

Parameters for the cavities

Clathrate structure I II

Cavity type Small Large Small Large

Rc (Å) 3.975 4.300 3.910 4.730

b 2 6 16 8

z 20 24 20 28

Rc is the radius of the cavity (values taken from Parrish and Prausnitz,

1972). b represents the number of small ðbsÞ or large ðb‘Þ cages per unit cell

for a given structure of clathrate (I or II), z is the coordination number in a

cavity.
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Both methods give very similar results in the range where
the CSMHYD program converges.

3. Sensitivity to parameters

The present calculations of the relative abundances of
guest species incorporated in a clathrate depend on the
structural characteristics of this clathrate (size of the cages
for example) and also on the parameters of the Kihara
potential. It is thus useful to assess the influence of these
structural characteristics and potential parameters on the
calculations, in order to better quantify the accuracy of the
results.

3.1. Discussion of the Kihara parameters

Papadimitriou et al. (2007) have recently illustrated the
sensitivity of clathrate equilibrium calculations to Kihara
parameters values, in the case of methane and propane
clathrates. Indeed, by perturbing in the range � (1–10%)
the s and � Kihara parameters originally given in Sloan
(1998), they have demonstrated that these parameters have
a significant effect on the values of the Langmuir constants
and on the dissociation curves. It appears thus of fund-
amental importance to assess the accuracy of the Kihara
parameters which are used in the studies of clathrates, for
example by comparing the theoretical results with available
experimental data. However, because in the present paper
we are interested in the calculations of the relative
abundances of noble gases in clathrates on Titan which

are not experimentally available, our choice of Kihara
parameters has been based on the literature, only.
For the guest species considered here, i.e., CH4, C2H6,

N2, Ar, Kr, and Xe, as far as we know, there are only two
full sets of Kihara parameters in the literature (Parrish and
Prausnitz, 1972; Diaz Peña et al., 1982) which have been
used in the context of clathrate studies. These parameters
are unfortunately very different (see Table 2). The
parameters given by Parrish and Prausnitz (1972) have
been obtained by comparing calculated chemical potentials
based on the structural data of the clathrates cages given by
von Stackelberg and Müller (1954) with experimental
results based on clathrate dissociation pressure data
(Parrish and Prausnitz, 1972). The parameters given by
Diaz Peña et al. (1982) have been fitted on experimentally
measured interaction virial coefficients for binary mixtures.
They have been recently used by Iro et al. (2003) to
quantify the trapping by clathrates of gases contained in
volatiles observed in comets. The corresponding calcula-
tions were performed by using the clathrate cage para-
meters given by Sparks et al. (1999). These two sets of
Kihara parameters (Parrish and Prausnitz, 1972; Diaz Peña
et al., 1982) can be partly compared to those recently given
for CH4, C2H6, N2, and Xe, only, in the Ph.D. work of
Jager (2001).
Table 2 shows that the s and � parameters used by Jager

(2001) are quite close to those given by Parrish and
Prausnitz (1972) and, as a consequence, the relative
abundances f G (with G ¼ CH4, C2H6, N2, or Xe) we
have calculated with these two sets of parameters are of the
same order of magnitude, and behave similarly with
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Fig. 1. Dissociation curves pressure as a function of temperature for a multiple guest clathrate corresponding to an initial gas phase composition of 4.9%

of CH4, 0.1% of C2H6 and 95% of N2. The calculations have been performed using either the approach discussed in the present paper (full line) or the

CSMHYD program proposed by Sloan (1998) (crosses).
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temperature. By contrast, the relative abundances calcu-
lated with the parameters given by Diaz Peña et al. (1982)
are very different from those calculated with the two other
sets of Kihara parameters, as expected from the conclu-
sions of Papadimitriou et al. (2007).

Because the potential and structural parameters given
by Parrish and Prausnitz (1972) (Table 1) have been
self-consistently determined on experimentally measured
clathrates properties, and also because they give results
similar to those obtained when using Jager’s (2001)
parameters for a reduced set of species, we choose here
the Parrish and Prausnitz’s parameters for the rest of
our study.

3.2. Influence of the size of the cages

In the present paper, we have chosen the potential and
structural parameters given by Parrish and Prausnitz
(1972) (Table 1). However, it has been shown that the size
of the cages can vary as a function of the temperature
(thermal expansion or contraction) and also of the size of
the guest species (Shpakov et al., 1998; Takeya et al., 2006;
Belosludov et al., 2003; Hester et al., 2007). Indeed, the
structural parameter Rc increases with temperature and
with the size of the guest species, whereas it decreases when
small guest species are encaged. For example, the lattice
constant of the methane hydrate is increased by 0.3%
between 83 and 173K (Takeya et al., 2006).

In order to quantify the influence of variations of the size
of the cages on the relative abundances calculated for the
multiple guest clathrate considered in the present study, we
have modified by � (1–5%) the Rc values given in Table 1.
These variations are compatible with typical thermal
expansion or contraction in the temperature range
90–270K (Shpakov et al., 1998; Takeya et al., 2006;
Belosludov et al., 2003; Hester et al., 2007).

Fig. 2 shows the evolution with temperature of f Ar, f Kr

and f Xe (calculated from Eq. (5)) in a multiple guest
clathrate, for both structures I and II, and for variations
of the size of the cages equal to �1% and �5%. The
calculations have been performed for an initial gas
phase containing CH4, C2H6, N2, Ar, Kr and Xe. The
gas phase abundance of CH4 (4.92%) has been taken
from Niemann et al. (2005), whereas the values for C2H6

(0.1%), Ar (0.1%), Kr (0.1%) and Xe (0.1%) are based
on our previous study (Thomas et al., 2007). The
relative abundance of N2 (94.68%) has been determined
accordingly.

Our results show that a small variation ð�1%Þ of the size
of the cages has only a very small effect on the trapping of
noble gases in the corresponding multiple guest clathrate,
irrespective of the temperature (Fig. 2). In particular, the
behavior (i.e., increase or decrease) with temperature is
not affected by small variations of the size of the cages.
A similar small effect is also observed for an expansion of
the cage by 5%. By contrast, a large contraction of the
cages (Rc decreased by 5%) leads to strong modifications

of the relative abundances f G ðG ¼ Ar;Kr;XeÞ which can
vary by several orders of magnitude.
The evolution of the relative abundances of all guests in

the clathrates is also given in Fig. 3 as a function of the
sizes of the cages, for given pressure and temperature. The
corresponding calculations have been performed at a
pressure P ¼ 1:5 bar (i.e., the present atmospheric pressure
at the surface of Titan), and at the corresponding
temperature given by the dissociation curve, i.e., Tdiss

mix ¼

176K (see below). Fig. 3 clearly shows that, for the given P

and T conditions, the contractions of the cages have a
larger effect than the expansions on the relative abun-
dances calculated in clathrates and that these effects are
also strongly dependent on the interaction parameters
between the guest species and the cages. As a consequence,
the relative abundances in clathrates of the noble gases
considered in the present paper appear to be much more
dependent on the size of the cages than those calculated for
CH4, C2H6 and N2. This feature can be related to the
values of the � parameters of the Kihara potential (see
Table 2) which are larger for the noble gases than for
the other species. Moreover, the relative abundances of the
smallest species (i.e., the noble gases which have the
smallest values of the s Kihara parameters) are increased
when decreasing the sizes of the cages.
To summarize, the results given in Figs. 2 and 3 show

that thermal variations of the cages need to be taken into
account if these variations are greater than a few percents.
Unfortunately, these variations with temperature are often
not known, except for a small number of specific systems,
such as the methane clathrate between 83 and 173K
(Takeya et al., 2006) for which the variations of the cages
have been shown to be very small. In a first approximation,
such thermal variations will thus be neglected in our
calculations of the f G evolution on Titan, as a function of
the temperature.

4. Trapping of noble gases by clathrates on Titan

The statistical approach outlined in Section 2 is used to
calculate the relative abundances of CH4, C2H6, N2, Ar, Kr
and Xe in a multiple guest clathrate (structures I and II), as
a function of the temperature. As discussed above, the
interactions between the guests and the surrounding cages
have been calculated by using the Kihara potential with the
parameters given by Parrish and Prausnitz (1972), and by
disregarding the possible influence of the thermal varia-
tions of the cages.
The initial gas phase abundance of CH4 (4.92%) is taken

from Niemann et al. (2005), whereas three different sets of
initial abundances are considered for N2, C2H6, Ar, Kr,
and Xe in the atmosphere of Titan. The first set of values
(hereafter case 1) is derived from the atmospheric
composition considered by Osegovic and Max (2005) and
was also used in our previous study (Thomas et al., 2007).
The second set of values is calculated under the assumption
that each ratio of noble gas to methane gas in the
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atmosphere of Titan corresponds to the solar abundance
(Lodders, 2003) with all carbon postulated to be in the
form of methane (hereafter case 2). The third set of values
is calculated under the assumption that each noble gas to
methane gas phase ratio derives from the value calculated
by Alibert and Mousis (2007) for planetesimals produced
in the feeding zone of Saturn and ultimately accreted by
the forming Titan (hereafter case 3). In each case, the
relative abundance of N2 (approximately 95%) has been

determined such as xCH4
þ xAr þ xKr þ xXe þ xN2

þ

xC2H6
¼ 1. The initial gas phase abundances for the three

cases are given in Table 3.
Fig. 4 shows that the dissociation curves calculated for

the multiple guest clathrates that form in the three
considered atmospheres exhibit a similar behavior,
although for a given temperature, the dissociation pressure
can vary by two orders of magnitude from one case to
another one (especially at low temperatures). However, for

ARTICLE IN PRESS

Fig. 2. Relative abundances of Ar, Kr, and Xe in clathrates as a function of temperature for structures I and II. The solid lines represent the results

obtained with the parameters of the cages given in Table 1. The dash-dot-dotted and long dashed lines correspond to calculations performed with size of

the cages increased by, respectively 1% and 5%. The medium dashed and dotted lines are results obtained with size of the cages decreased, respectively, by

1% and 5%.
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a pressure corresponding to the present pressure at the
surface of Titan (i.e., P ¼ 1:5 bar), the dissociation
temperatures given by Fig. 4 for the three cases are within
a 20K range, with corresponding values Tdiss

mix ¼ 176; 167,
and 185K, for cases 1, 2 and 3, respectively. These results
indicate that the influence of the initial abundances in the
gas phase is quite weak on the stability of the correspond-
ing multiple guest clathrate.

Then, we have calculated the variations with tempera-
ture of the relative abundances f G in the multiple guest
clathrate considered in the present study, in each case.

Fig. 5 shows the corresponding results calculated for a
multiple guest clathrate of structure I or II. For case 1, this
figure shows that the relative abundances of Ar, Kr, CH4

and N2 decrease when the formation temperature of the
clathrate decreases, in contrast with the relative abun-
dances of Xe and C2H6 which slightly increase when the
temperature decreases. This indicates that the efficiency of
the trapping by multiple guest clathrates decreases with
temperature for Ar and Kr, whereas it slightly increases for
Xe. This result differs from that obtained in our previous
study (Thomas et al., 2007) in which the trapping of both
Xe and Kr was found to increase when the temperature
decreases. However, in this previous study, we performed

the calculations by assuming the presence of only one noble
gas in the initial gas phase, the two others being excluded.
The difference obtained in the present study for a gas phase
containing the three noble gases, indicates that there is a
strong competition between the trapping of Xe, Kr, and
Ar, when considering that they can be trapped all together.
Similar conclusions are obtained when considering the two
other cases, although the trapping of Xe is found to
increase much more than in case 1 when the temperature
decreases. Also, in cases 2 and 3, the trapping of Kr
appears almost constant in the whole range of tempera-
tures considered in the present study. Note that the
absolute values of the relative abundances are very
different for the three cases due to the different composi-
tions of the initial gas phase.
As a consequence, it is much more useful to compare the

efficiency of the trapping mechanism in each case by
calculating the abundance ratios for the three considered
noble gases Ar, Kr and Xe. Such a ratio is defined as in our
previous paper (Thomas et al., 2007), i.e., as the ratio
between the relative abundance f G of a given noble gas in
the multiple guest clathrate and its initial gas phase
abundance xG (see Table 3). The ratios calculated for Xe,
Kr, and Ar in the three cases considered here are given in
Table 4. These ratios have been calculated at the particular
point on the dissociation curves (Fig. 4) corresponding to
the present atmospheric pressure at the ground level of
Titan (i.e., P ¼ 1:5 bar and T ¼ Tdiss

mix).
Table 4 shows that for this particular point of the

dissociation curve, the relative abundances of Xe and Kr
trapped in multiple guest clathrates are much higher than
in the initial gas phase, irrespective of the initial gas phase
composition. By contrast, the relative abundance of Ar is
similar in gas phase and in the multiple guest clathrate.
These results indicate that the efficiency of the trapping by
clathrate may be high enough to significantly decrease the
atmospheric concentrations of Xe and, to a lesser extent, of
Kr, irrespective of the initial gas phase composition,
provided that clathrates are abundant enough at the
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Fig. 3. Relative abundances of guests in clathrates as a function of the cage sizes. These results have been calculated at P ¼ 1:5 bar, corresponding to a

dissociation temperature T ¼ 176K.

Table 3

Three initial gas phase abundances corresponding to the systems

considered by Osegovic and Max (2005) (case 1), the solar nebula (case

2), and Saturnian planetesimals (case 3)

Molecule Molar fractions (%)

Case 1 Case 2 Case 3

Ar 0.1 7:1264� 10�2 2.10506

Kr 0.1 3:44� 10�5 1:38� 10�3

Xe 0.1 3:8� 10�6 1:6� 10�4

CH4 4.92 4.92 4.92

N2 94.68 95 92

C2H6 0.1 8:6978� 10�3 0.9734

C. Thomas et al. / Planetary and Space Science 56 (2008) 1607–1617 1613

A-146



surface of Titan. On the contrary, with an abundance ratio
close to 1, Ar is poorly trapped in clathrates and the
Ar atmospheric abundance consequently should remain
almost constant.

5. Summary and discussion

We have extended the work of Thomas et al. (2007) by
considering the clathration of a gas mixture presumably
representing the composition of Titan’s atmosphere, where
Ar, Kr and Xe are included all together. In this context, we
have developed a hybrid statistical model derived from the
works of van der Waals and Platteeuw (1959) and
Lipenkov and Istomin (2001), and using available experi-
mental data to constrain the clathrates composition.
Because it has been shown that clathrates equilibrium
calculations are very sensitive to the guest species–cage
interaction potential, we have compared different sets of
potential parameters existing in the literature. Our calcula-
tions were performed using the parameters calculated by
Parrish and Prausnitz (1972), because these parameters
form a consistent set for our application to clathrates on
Titan. We have also assessed the influence of the thermal
variations of the size of the cages to better quantify the
accuracy of the composition prediction. We show that
these variations need to be taken into account if they are
greater than a few percents. We have then considered
several initial gas phase compositions, including different
sets of noble gases abundances, that may be representative
of Titan’s early atmosphere. We finally show that the
trapping efficiency of clathrates is high enough to
significantly decrease the atmospheric concentrations of

Xe and, in a lesser extent, of Kr, irrespective of the initial
gas phase composition, provided that these clathrates are
abundant enough at the surface of Titan. On the contrary,
with an abundance ratio close to 1, Ar is poorly trapped in
clathrates and its atmospheric abundance should remain
consequently almost constant. Despite the fact that we
consider simultaneously three noble gases in the gas phase
composition, in contrast with Thomas et al. (2007), we
obtain the same conclusions: the noble gases trapping
mechanism via clathration can explain the deficiency in
primordial Xe and Kr observed by Huygens in Titan’s
atmosphere, but not that in Ar.
We note that, even if the Visible and Infrared Mapping

Spectrometer (VIMS) onboard Cassini was able to see the
surface unimpeded, the bulk composition of Titan’s crust is
still unknown. Hence, the presence of clathrates on the
surface of Titan is difficult to quantify.
Thomas et al. (2007) calculated that the total sink of Xe

or Kr in clathrates would represent a layer at the surface of
Titan whose equivalent thickness would not exceed
�50 cm. The sink of these noble gases in clathrates requires
the presence of available crystalline water ice on the surface
or in the near subsurface of Titan. If an open porosity
exists within the top few hundreds meters in the icy mantle
of Titan, by analogy with the terrestrial icy polar caps, the
amount of available water ice in contact with the atmo-
sphere of Titan would thus increase and help the formation
of clathrates inside the pores. Moreover, in presence of
methane clathrate on the surface of Titan, diffusive
exchange of noble gases with methane might occur in the
cavities, thus favoring their trapping in clathrates. One
must also note that the efficiency of the noble gases
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Fig. 4. Dissociation pressures of multiple guest clathrates, as a function of temperature for the three cases considered in the present study (see text): case 1

(solid line), case 2 (dotted line), and case 3 (dashed line).

C. Thomas et al. / Planetary and Space Science 56 (2008) 1607–16171614

A-147



trapping by clathrates on Titan can be limited by the very
slow (and poorly known) kinetics at these low temperatures
and the availability of water ice to clathration. It is then
difficult to estimate the timescale needed to remove the
proposed quantities of noble gases from the atmosphere of
Titan.

To explain the deficiency in Ar in a way consistent with
the present results, we can invoke the Titan’s formation
scenario proposed by Alibert and Mousis (2007) and
Mousis et al. (2007). According to this scenario, the lack of
CO in the atmosphere of Titan can be explained if Titan
was formed from planetesimals that have been partially

vaporized in the Saturn’s subnebula. The vaporization
temperature in the Saturn’s subnebula ð�50KÞ needed to
explain the loss of CO in planetesimals ultimately accreted
by Titan is also high enough to imply the sublimation of Ar
and, in a lower extent, that of Kr (see e.g. Fig. 9 of Alibert
and Mousis, 2007). Indeed, Kr can also be partially
trapped in methane clathrates formed in the solar nebula
(Mousis et al., 2007). On the other hand, Xe still remains
trapped in planetesimals because its incorporation occurs
in conditions close to those required for the methane
clathration in the nebula (Alibert and Mousis, 2007;
Mousis et al., 2007).
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Fig. 5. Fractions of guests in clathrates, as a function of temperature for structures I and II; (top) case 1, (middle) case 2, (bottom) case 3.
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It is important to mention that the composition of Titan’s
today atmosphere is almost certainly different from that in
past. In particular, the nitrogen isotopes in Titan’s atmosphere
suggest significant mass loss over time. Moreover, we do not
know the outgassing history of methane. In particular, if the
methane outgassing is recent (Tobie et al., 2006), the lack of
infrared opacity prior to that era must result in freezing out of
nitrogen. It is likely that the composition, pressure and
temperatures in Titan’s atmosphere have differed significantly
in the past, which will affect the composition and formation
efficiency of clathrates on the surface.

Finally, we note that there remains the possibility that the
noble gas abundances are telling a story that entirely differs
from the scenario we propose, in which neither molecular
nitrogen nor noble gases were initially accreted in clathrates
(Atreya et al., 2006, 2007). In this context, Titan would have
formed from solids produced at such high temperatures that
they would have accreted nitrogen essentially as ammonia
hydrate. Planetesimals formed in such conditions would be
directly impoverished in noble gases since their trapping in
clathrates require lower temperature and pressure conditions
(Atreya et al., 2006, 2007).
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